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A computer program for fast and accurate numerical simulation
of solid-state NMR experiments is described. The program is
designed to emulate a NMR spectrometer by letting the user
specify high-level NMR concepts such as spin systems, nuclear
spin interactions, RF irradiation, free precession, phase cycling,
coherence-order filtering, and implicit/explicit acquisition. These
elements are implemented using the Tcl scripting language to
ensure a minimum of programming overhead and direct interpre-
tation without the need for compilation, while maintaining the
flexibility of a full-featured programming language. Basicly, there
are no intrinsic limitations to the number of spins, types of inter-
actions, sample conditions (static or spinning, powders, uniaxially
oriented molecules, single crystals, or solutions), and the complex-
ity or number of spectral dimensions for the pulse sequence. The
applicability ranges from simple 1D experiments to advanced
multiple-pulse and multiple-dimensional experiments, series of
simulations, parameter scans, complex data manipulation/visual-
ization, and iterative fitting of simulated to experimental spectra.
A major effort has been devoted to optimizing the computation
speed using state-of-the-art algorithms for the time-consuming
parts of the calculations implemented in the core of the program
using the C programming language. Modification and mainte-
nance of the program are facilitated by releasing the program as
open source software (General Public License) currently at
http://nmr.imsb.au.dk. The general features of the program are
demonstrated by numerical simulations of various aspects for
REDOR, rotational resonance, DRAMA, DRAWS, HORROR,
C7, TEDOR, POST-C7, CW decoupling, TPPM, F-SLG, SLF,
SEMA-CP, PISEMA, RFDR, QCPMG-MAS, and MQ-MAS

experiments. © 2000 Academic Press

INTRODUCTION

During the past decade solid-state NMR spectroscopy

bles the earlier and still strongly ongoing evolution of multi-
dimensional liquid-state NMR spectrosco@—11). In both
cases state-of-the-art experiments are constructed in a mod
fashion using pulse sequence building blocks accomplishir
certain coherence transfers or evolution under specific parts
the internal Hamiltonian. One major difference, however, i
that solid-state NMR is influenced directly by anistropic nu
clear spin interactions which on one hand complicate tt
achievement of high-resolution spectra and on the other ha
may provide important information about structure and dynan
ics. This dual aspect has motivated the design of advanc
pulse sequence elements which through decoupling and rec
pling tailor the Hamiltonian to cause evolution under the
specific interaction(s) probing the desired structural infol
mation while efficiently suppressing undesired interaction:
Based on analytical evaluation of the perturbed Hamiltonia
(1, 2, 4, 6, 12-1pand numerical simulations, a large num-
ber of experiments have been constructed which, via dipol
coupling, anisotropic chemical shielding, and quadrupole
coupling interactions, provide information about local mo
lecular structure and dynamics in terms of the electroni
nuclear coordination environment, internuclear distance
bonding angles, and models for motional processes.
Often, the internal Hamiltonian in solid-state NMR contain:
several orientation-dependent terms with amplitudes compa
ble to or larger than the amplitude of the external manipulatic
by RF irradiation and sample spinning. This may be the ca
for desired as well as undesired terms of the Hamiltonial
implying that accurate determination of structural paramete
from the desired terms as well as evaluation of the multiple
pulse building blocks providing suppression of undesired tern
hegry often depend on the ability to numerically simulate thi

undergone a tremendous evolution from being based on re#@in dynamics of the actual NMR experiment. This applies, fc
tively simple one-dimensional pulse sequences to now involexample, to the solid-state NMR experiments for which dipole
ing a large repertoire of advanced multiple-pulse and multipleecoupling (e.g., rotational resonanck(17), REDOR (18),

dimensional

experiments designed to extract specifRRAMA (19), DRAWS (20), RFDR (21), RIL (22), HORROR

information about the structure and dynamics of molecules (&3), BABA (24), C7 (25, 26), RFDRCP (27)), multiple-pulse

the solid phase (1-8). In many respects this evolution res

ehigmo- or heteronuclear decoupling (e.g., BR-28)( F-SLG
(29), MSHOT-3 (30), TPPM (31)), cross-polarizati@?( 33),

! Present address: Medtronic Functional Diagnostics, Skovlunde, Denma_@(.C_PMG'MAS (3_4)_1 or MQ-MAS (35) pqlse_sequences ar
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number of advanced experiments already available, the lagdse sequence elements, scans over parameters describing
number of possible combinations between these, and the ragternal Hamiltonian, or the experimental manipulations, mu
idly increasing number of new experimental procedures preédimensional simulations, and iterative fitting of experimente
sented every year, there is a substantial need for a general gpelctra. The program structure encourages the analysis
consistent simulation tool to support experiment design, usénportant, albeit typically disregarded, effects from small col
specific method implementation, and evaluation of spectyalings to nearby spins, finite RF pulse irradiation, RF inhomc
data. This need is reinforced by the fact that most state-of-ttgeeneity, hardware-induced “hidden” delays, and phase cyclir
art experiments are simulated using custom-made prografisis, in combination with an extensive function library the
tailored to the specific pulse sequences and typically not gogram is geared to be a tool to systematic experiment desi
cessible to or applicable for the general user. The shortcomirggamination of pulse sequences proposed in the literatu
of this currently prevailing approach are apparent. It requiréssting pulse sequences on relevant spin systems prior to sy
redundant work not only for the involved group but also foirometer implementation, and checking the consequences
other groups implementing the new techniques and does Baperimental imperfections during pulse sequence impleme
encourage one to create programs usable or understandableabgn and as a tool to extract structural parameters fro
others. Obviously, a far better solution would be to have experimental spectra through least-squares iterative fitting.
general-purpose program available for simulation of solid-stateajor effort has been to devoted to produce a user-friendly to
NMR experiments. General programs of this sort, for examphhich serves all elements of multiple-pulse solid-state NMI
ANTIOPE (36) and the more general GAMMA simulationsimulations from the initial testing calculations, pulse sequent
environment (37), are available to the NMR community, almplementation, iterative fitting of experimental spectra, an
though to the best of our knowledge so far none of theselvanced data processing to interactive viewing and manip
programs has specialized in time-efficient simulations withiation of data.
modern solid-state NMR spectroscopy. We should note that
highly specialized programs such as STAR®3,(39) and THEORY
QUASAR (40), allowing simulation and iterative fitting of
single-pulse solid-state NMR spectra for spin-1/2 or half-inte- |n this section the theory relevant for simulation of solid-
ger quadrupolar nuclei, are available as integral parts in cOBlate NMR spectra is briefly reviewed. This provides the read
mercial NMR software. with the basic symbols, definitions, and conventions used f
In this paper we present a general simulation program fgfe description of the Hamiltonian as well as the transform:
solid-state NMR spectroscopy (SIMPSON) which is designefbns employed in spin and real space to define the actual NN
to work as a “computer spectrometer.” The primary aim hasperiment. To ensure general applicability the theory is d
been to design a program which is relatively easy to uUsgsribed in relation to solid-state NMR on rotating powders
transparent, and still maintains the erXIbIIIty to allow SimulaOther cases, inc|uding static powderS, Sing|e Crysta|sy unia
tion of virtually all types of NMR experiments. With the majora|ly oriented molecules, and liquids, are easily handled :
focus being solid-state NMR, the program has been optimizggecial cases to this. To avoid an unacceptably long descr
for fast calculation of multiple-pulse experiments for rotatingon, we refrain from going into details with respect to the
powder samples, which generally is considered quite demag@merically important aspects of powder averaging, time ar
ing. We note that the program obviously may be used equalijatial symmetry relations, numerical integration of the spi
well for static powders, single crystals, oriented samples, agghamics, etc., but rather make extensive reference to alrez
liquid-state NMR experiments. The user interface to the prguplished material on these aspects.
gram is the Tcl scripting language (41, 42), being well-suited The simulation of a NMR experiment essentially amounts ¢

to provide the necessary high-level NMR functionality in & numerical evaluation of the Liouville—von Neumann equatio
transparent form. This covers definition and operation of thg motion

basic elements of a NMR experiment (e.g., the spin system,

nuclear spin interactions, RF irradiation, frequency switching, d

coherence-ordgr fllterlng, free precession, acqwsmorj, etc.) as 5 p(t) = —i[H(1), p(t)], [1]
well as controlling experimental parameters, processing of the

experiment, and functions for the data processing. Encapsulat-

ing all mathematical and spin-quantum-mechanical calculaherep(t) is the reduced density matrix representing the sta
tions at this level of abstraction serves to minimize the conteoit the spin system anH(t) the time-dependent Hamiltonian
of the input file without sacrificing the functionality of thedescribing the relevant nuclear spin interactions and the ext
simulation. Within the proposed simulation environment, it isal operations. For simplicity we have presently disregarde
straightforward to scale the functionality from the most simpleffects from relaxation and other dissipative processes in t
simulation of one-dimensional spectra specified by only a feteory as well as in the simulation software described in th
lines of code to coherence transfer functions for advancpdper. Thus, the formal solution to Eq. [1] may be written
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p(t) = U(t, 0)p(0)U'(t, 0), (2] i 1
Hp = Z wIJD,O(t)Té(slizljz_ |i'|j) [9]
ij N
wherep(0) is the density operator at thermal equilibrium (or a 1
density operator resulting from a given preparation sequence)_|Q => whot) —= (312 =12
and U(t, 0) is the unitary propagator (i.e., the exponential i ' \J@
operator) responsible for the spin dynamics in the period from 1
0 to t. U(t, O) is related to the Hamiltonian according to + 2ol {wiQ‘iz(t)wiQYz(t)(2| 2_ 212 - 1)|,
) t + wh (Dl y(1)(417 = 812 — 1)l ,}, [10]
U(t, 0) = T expl —i J' H(t")dt'}, [3]
0 with i, j specifying the involved spins. The various terms

represent contributions fromh;-phase RF irradiation with an

with T being the Dyson time-ordering operator relevant fghgular nutation frequency @z = — viBg: (RF), chemical
Hamiltonians containing noncommuting components. ABhIft (CS), indirect spin—spin coupling], dipole—dipole cou-
though a large number of advanced numerical integratifind (D), and quadrupolar coupling (Q). We note that the R
methods (43) in principle may be applied to derivé, 0), it Hamiltonian in Eqg. [6] in accord with common practice em-

typically proves most efficient numerically to approximate thloyS the magnitude of the RF nutation frequency with th
integral by a simple time-ordered product pulse phaseg,; adopting potential dependence on the sign c
the gyromagnetic ratig; (9, 44). The first and second terms in

Eq. [8] describe scalar),) and anisotropic J,.s) J coupling,

n-1 respectively. Likewise, the first term in Eqg. [10] represent
U(t, 0) = [] exp{—iH(jAt)At}, [4] first-order quadrupolar coupling while the last term include
=0 the secular components for the second-order quadrupolar c

pling. We note that for a coupling between nuclei of differen

wheren is the number of infinitesimal time intervalst over SPin species the operator produgt |; is truncated td ! .
each of which the Hamiltonian may be considered time-indEinally, it should be clearly stated that the Hamiltonian by n
pendent and which overall span the full period from Gte Means is restricted to the elements in Egs. [6]-{10]. Using tt
nAt. For each time interval the exponentiation is accomplishé@me formalism, it is straightforward to formulate, for exam
by diagonalization of the matrix representation for the HamiRl€, second-order cross-terms between the dipolar and quac
tonian. To ensure fast convergence and to focus on the inteplar couplings.
actions of specific interest these operations are usually perfFor the various internal Hamiltoniams$, with A = CS, Ji,,
formed in an appropriate interaction frame. Jaisa D, @and Q, the frequency coefficients depend on son
In the most typical cases, the Hamiltonian is described [gyndamental constants as well as time and spatial (i.e., orie
the high-field truncated components in the Zeeman interactigfion dependent) functions which in the present formulatio
frame. For a spin system consistingrokpinsl, being of the are of rank 0 and 2 for isotropic and anisotropic parts of th

same or different spin species, the Hamiltonian takes the fol{éractions, respectively. Overall these dependencies m
conveniently be expressed in terms of a Fourier expansion,

H:HRF+ Hcs+ HJ+ HD+ HQ, [5]
2
o) = 2 oMemt [11]
where m=-2
Hre= 2, |oke(t)|(1xcOSd; + l,ySin ;) [6] Wwherew,/2m is the spin rate and the Fourier coefficients are
. n)\
HCS: E wlcs'({t)liz [7] w()\r'r:%/ = wi/\so‘sm,o + wgniso{Dgz,)m(QéR) - 7/6
I \J
, 1
H,= 2 —wﬁmo(t) T@ - Ij x[D (—2)2,—m(Q)|SR) + D(Zz,)m(Q)F\’R)]}d(zzn,m’(BRL)r
ij A}
[12]

} 1
+ ©olt) % Blighy = 1i- 1) [8] where §,,, is a standard Kronecker delta and the constan
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TABLE 1 lated by operation on their matrix representations. For a sing
Constants Relevant for the Fourier Series Parametrization of the  spinl the matrix representation is readily established using t
Internal Part of the Nuclear Spin Hamiltonian (see Text)® well-known relations
Py Spins o Waniso '
mlimy = 10+ 1) —m(m=1) 8y mey  [14]
Cs i wi)si‘so T Wret waaianiso ni:s
D i 0 V6 b, 0 (m'[1,]m) = m&, , [15]
Jio i -27V3 L, 0 0
Janiso b 0 27V Jano m with the step operators related to the Cartesian operators
Q [ 0 27V6 Col(41,(21; — 1)) 5

I. =1, % il,, whilel, is related to the polarization operators

_ 1 ; : :
2 Given in angular frequency units. The isotropic value, anisotropy, a@ﬁla/_ﬁ =3(1+/= _2| 2) with 1_be|ng the unity opt_—:trator. The
asymmetry parameter for the chemical shift interaction are related to theatrix representation for a given operatQrcontains (2 +

principal elements of the shift tensor ac_cordingﬁtgh= %(SLX_+ 3y +.8‘u_), 1)? elementsQ, = (I — k + 1|Q|l — | + 1), wherek and
Baniso = Bz = By ANUMes = (Byy — 8/ danso reSpeCtively, with the principal | genote the row and column positions, respectively. For a sg

elementsby, = d;, = 6y, labeled and ordered according|f, — did = |3 stem consisting af nuclei, the matrix representation for a
— 8l = |8, — 8iJ. We note that conversion to the chemical shieldingsy 9 ’ P

convention simply amounts to replacing &% by o’s (using the orderingr., 9IVEN I, spin operator for the nucleusis described by the
= b = o};) and reverting the sign ofl, and ol Thei-spin Larmor direct products of unit operators and the relevant single-sp
frequency is defined asy, = —v;B,, wherey; is the gyromagnetic ratio and operatorl ,, ie.,

B, the flux density of the static magnetic fieldl; is an optional rotating frame

reference frequency. The dipolar coupling constant is defined;as=

—yiyiofil(ridm), wherer; is the internuclear distance (S| units). The qu =1L, ® ..., ® |q ® 1, ® ... 1, [16]
quadrupolar coupling constant is defined@s = (e’Qq)/h. |, denotes the
spin-quantum number for spin

We note that Eq. [16] implies matrix representations for whic
the Zeeman product basis functions for, e.g., an ISR three-sp
1/2 system are ordered daaa), |aaB), |aBa), |aBB),

g . . " . H A A
specifying the isotropicds,) and anisotropic dz.iso m") COn gaa>, " etc., with|a) = [1/2), |8) = |-1/2), and the spins

tributions to the Fourier coefficients are listed in Table 1 for t
orderedl, S, R.

various interactions. Allowing for the detecti f sianal dina to h
The orientation dependence for the anisotropic interactions . owing for the detection of signais corresponding to ner

is expressed in terms of second-rank WignBr2) and re mitian as well as nonhermitian operators (the latter bein

duced Wigner ) rotation matrices (2, 3). For a given inter relevant for quadrature detection and experiments using puls

action A these matrices describe coordinate transformatioﬂ Id grac!lents), the N.MR response signal for a grystall|t<
characterized by the orientatidd. is generally described by

from the principal-axis frameR") to the laboratory-fixed h acti p tati lue” for the t d
frame () where the experiment is performed. The transfo}-e projection or 'expectation valuefor the transposed ar

mations relevant for rotating powder experiments additionalﬁ?njugawd detection operatd@{,):

involve a crystal-fixed frame (), representing a common

frame of reference in the presence of several interaction ten- s(t; Qcr) = (Qielp(t; Qcr)) [17]
sors, as well as a rotor-fixed framR)( The various frames are = Tr{Qup(t; QR [18]
illustrated in Fig. 1 with the axes of the ORTEP-type repre-

sentation designating the three principal elements for an ani
tropic interaction tensor as described by Mehrir®). (The
Euler angles relating two framéé andY are denotedly, =
{aky, Bk Yxv}- Thus, the framed® andR are related by

?)(/)ﬁically sampled equidistantly with respect to time, ite=
mAt, m =0, 1,...,n — 1, wheren is the number of
sampling points. In the case of a powder sample, the sigr

2 2 z
Dg)m(QéR) = E Dg)m(ﬂ)ﬁc) Dgﬁr)ym(QCRL [13] l & % y Xp* e
mee Yo
while R is related toL by a Wigner rotation using the Euler “x_ Ny \—— YN S —— o
anglesag, = w,t (included in Eq. [11]) ang3, (often set to Q. R Qe C Qe o'

the magic angleBg, = tan’l\ﬁ, while yg may arbitrarily be

set to zero within the high-field approximation. The andles _ —yPe TER _ K i _

d ibe th ientati f the individual tallit lati interaction tensor in its principal-axis systei'}, a crystallite-fixed coordi
escribe the orientation o € individual Crystallite rela IVﬁate system ), the rotor-fixed coordinate systerR), and the laboratory-

to R. . . ) ) _ fixed coordinate systemLj along with the Euler angleQyy = {axv, Bx,
The spin parts of the interactions are numerically maniptz.} describing transformation between the various fraesnd Y.

FIG. 1. ORTEP-type representation of a spatial second-rank anisotrop
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needs to be averaged over all uniformly distributed powdklamiltonian commutes with the Zeeman operator(s), evolutic

angles().r according to under pulses with phasé;, # 0 is most efficiently accom
plished by calculating the propagator for a pulse with phas
¢; = 0 (i.e.,H is real) followed by the appropriaterotation

1 2m & 2m . - . .
i) = SZJ dO‘CRJ’ dBcrsin(Ber) j dyers(t; Qcp), (26),' and (iii) a particularly efficient variant o/f-COMPUTE is
™/, o o applied when the start and detect operators fulfill the relatic

-1 t
[19] p(O) Z(Qdet + Qdet) (54)

where we for the sake of generality assumed averaging over the SIMULATION ENVIRONMENT

full sphere. We note that in numerous cases the intrinsic

symmetry of the orientation dependence allows reduction 01:While the Hamiltonians and transformations described in tt
the averaging to one-half or one-quarter of the spHage45) previous section through generality allow for the description c

For numerical simulations this integral is conveniently approf-.ssert'?”y all typkefs of #MR (texperllmentf,t'ghey dc(; rf1ott0ffer |
imated by the discrete sum simple framework for efficient implementation and fast simu

lation of advanced solid-state NMR experiments. For thi
purpose, it is essential to establish a user-friendly interfa
NoM W, allowing the fundamental definitions and the transformations
5(t) = X X s(t; atr Blr YeR) R [20] spin and real space to be controlled with a minimum ¢
k=11=1 instructions/commands, each requiring as little information &
possible. This should be accomplished while maintaining tt
where the averaging is split infd anglesycy with contribu  flexibility as allowed at the level of the Hamiltonians. Thus
tions fromN pairs ofafr and Bt powder angles weighted by with the specific aim of simulating practical solid-state NMF
w, using the normalizatiol -, w, = 1. experiments, it is desirable to perform simple operations at tl
Depending on the actual solid-state NMR experiment to Isame level of abstraction as on a flexible computer interface
simulated, several options exist for the powder averaging. FDMNMR spectrometer. In this case all spin and spatial depe
efficientacr andBcr averaging, it is generally recommendablelencies for the internal part of the Hamiltonian are provided k
to use averaging schemes providing the most uniform (atite sample itself, leaving only the external manipulations to t
thereby equally weighted) distribution of crystallite orientacontrolled by the experimentator. Obviously, in numerical sin
tions over the unit sphere. This may be accomplished usiattions it is necessary to control both parts of the Hamiltonia
angle/weight sets derived using the methods of Zaremba, Cbuoit it appears intuitively that the optimum interface for @
roy, and Chenget al. (46—48 or the more efficient REPUL- simulation program should allow for separate control of thes
SION (49) or Lebedev (45) powder averaging schemes. For example, this would enable fast implementation of puls
cases of wide powder patterns, such as static or magic-anglequences and the establishment of pulse sequence librari
spinning (MAS) powder patterns induced by first- or second- Considering the practical implementation, the flow of the
order quadrupolar coupling interactions, it may be recommenzhlculations, and the data processing, we propose a u
able to support this powder averaging by interpolatiB8)( interface containing four sections. These include a secti
using the recipe of Aldermaset al. (50). For nonspinning spinsys for definition of the internal Hamiltonian in terms of
samples the signal is invariant to they crystallite angle spin system and nuclear spin interactions, a section for
which accordingly can be arbitrarily set to zero providedefinition of the global experimental parameters (e.g., cryste
Qg = {0, 0, 0}. For rotating powders, it is often possible tdite orientations, sample spinning, operators for the initial spi
exploit the symmetric time-dependence of the Hamiltonian gtate and detection), a sectiprulseq for definition of the
improve the efficiency of the calculations(). In particular for pulse sequence, and finally a sectiofin to control process-
appropriately rotor synchronized pulse sequences, it hag of the pulse sequence, storage of data, and data process
proven useful to consider these symmetries in combinati@bviously, this interface is intimately related to the theon
with the time—translation relationship between; and the given in the previous section as well as to supplementa
sample-rotation angles,t as recently described by severaboftware for data manipulation, visualization, and analysis. Tt
authors (52-54). We note that, under certain circumstancesyverall structure of the simulation environment is illustrate
may be even more efficient to systematically reuse other costhematically in Fig. 2.
binations of propagators reflecting certain combinationgQf With the aim of specifying the necessary information in :
and w,t (55). Finally, we should briefly address attention to #exible, transparent, and user-friendly manner, the user inte
number of additional elements used to speed up the simulace to the program based on the Tcl scripting languag
tions: (i) for diagonal Hamiltonians (i.e., Hamiltonians withou{41, 42). Tcl is ideally suited to this purpose as it (i) is easie
mutually noncommuting elements) the integration in Eq. [3] i® learn than C and similar high-level programming language
conducted using analytical solutions, (i) since the interného type checking, complex data types, or variable declar
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SIMULATION THEORY
SIMPSON

Spin system  Pulse sequence

Internal Hamiltonian
Scripting interface (Tcl) fierna !

. J
Spin system setup  Experimental
spinsys parameters
par DATA MANIPULATION
Pulse-sequence Process control
pulseq main N SIMPLOT

SIMFID SIMDPS
User defined Tcl functions

a

A 4

y RESULTS

Core program (C)

Spect
Calculation of spin dynamics pectrum

Structural parameters

\ J

FIG. 2. Flow diagram defining the SIMPSON simulation environment.

tions) and (ii) is an interpreted language as opposed topeogram renders it relatively easy to create such user-acce:
compiled language. The latter feature is convenient, for exalvie commands.

ple, in the process of implementing and modifying pulse se-

quences and experimental conditions for the experiment to Pige SIMPSON Tcl Input File

simulated. This flexibility is achieved essentially without cost

as the input-file-interpreting overhead amounts to at maximumAll high-level NMR operations required for numerical sim-
a few percent of overall computation time. This is ascribed t4ation of a particular solid-state NMR experiment are imple
the fact that the vast majority of the calculations, especially tifgented via one of the four sections of the Tcl scripting inter
time-consuming matrix manipulations, are performed by effiace (i.e., user input file) outlined in Fig. 2. The Hamiltonian a
cient routines implemented in the C language running at natiye!l as the external manipulations/conditions is defined ar
speed. Tcl is an advanced scripting language that implemef@gitrolled using a number of general Tcl commands and p
all standard flow control structures (e.gor, foreach, rameters applicable for thepinsys, par, andpulseq
and if) and data structures (e.g., lists, normal arrays, aggctions of the input file. The most typical commands for the:
associative arrays) and contains a large set of library routir@@ctions are listed in Table 2 along with a description of the
(e.g., for string manipulation, file handling, and regular exprefiinction and control parameters.

sions). Furthermore, the well-documented behavior and provedrhe spinsys section.In the spinsys section, the spin
correctness of the language implementation give Tcl an advaystem is defined in terms of the various nuclear spin speci
tage over custom-made interpreters. Obviously, these featureplay and the interactions associated with these. The F
are important for the present version of the simulation prahannels of the experiment and the nuclei relevant for the sy
gram, but even more so for future versions in the sense tlsgstem are defined via thehannels andnuclei declara-
they offer straightforward capability to expand the functionations, respectively, using the notatioanC, 15N, etc., for the
ity by writing separate commands within the scripting lanarguments. We note that thehannels definition, although
guage. Indeed, this is how several of the commands availabituitively relating more directly to theoulseq section, is
in the present version of the program were implemented. Ifigacluded inspinsys to ensure direct relation to the nuclear
simulation requires a more specialized feature, an extensiorsfmn species and unambiguous definition of the number and
the core program may be necessary. In this case the elemgatdicular the assignment of the RF channels. Furthermore, tl
of basic functionality are isolated, implemented in the comgrevents the pulse sequence from being tied to specific nucl
program and the associated commands used in the input fil&ltee various nuclear spin interactionsh@ft, dipole,
describe and control this specific element of the simulationcoupling, and quadrupole) are defined using a nota-
This ensures general usability of the functions and minimizéen relating directly to the internal Hamiltonians in Egs.
the tendency to collect a lot of functionality in incomprehen-7]-[12] with all coefficients in frequency units (hertz) or ppm
sible “black boxes.” The modular construction of the corand all angles in degrees. We should note thaddrupole
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TABLE 2
Elements of and Scripting Commands for the SIMPSON Input File*

Elements of the SIMPSON input file

spinsys {. . .} Spin system and interactions.
par {. . .} Global experiment parameters.
proc pulseq {} {. . .} Pulse sequence.

procmain {} {. . .} Processing control.

Declarations for thespinsys section

channels Ny N, ... N,

nuclei Ny N, ... N,

Shift i S @o/27|° Sinied w0/ 277" M atpe Brc Yrc
dipole i by/2m apc Brc Yec

jcoupling i ] I o m” cpc Bre Yec
quadrupole i order® Cof2m m° apc Brc Yec

Parameters/commands for ther section

spin_rate Sample spinning frequencw,/27

np Number of sampling points.

ni Number of sampling points in the indirect dimension of 2D experiments.

sw Spectral width.

swl Spectral width for the indirect dimension.

crystal_file Name of the powder averaging file containing the nunieaf orientations andvég, B&r @, Values on successive lines.

gamma_angles Number M of ycr angles. Setto 1 ikpin_rate is zero. Defines the number of sampling points per rotor period when
method equalsgcompute.

gamma_zero Constant value added to alkr values in the powder averaging. Specifies the angle if only a single crystallite is used.

rotor_angle Angle between the rotor axis and tBg direction. If spin_rate is zero the default angle is zero, otherwise the magic angle.

method Chooses amongirect, gammarep, andgcompute methods for the simulation.

start_operator p(0) defined as an expression using operatagswherea is X, y, z, p (+) or m (=), andi is the nucleus number or to

denote the sum over all nucléi.
detect_operator Detection operatof g, *

pulse_sequence Sets another name tham1seq for the pulse sequence.

proton_frequency Absolute’H Larmor frequencywg/27| in hertz. Used for ppm to hertz convertion and for the second-order quadrupolar coupli
verbose A row of flags that sets the level of information printed when running the simulation.

variable name Sets a user specific variable with a value that can be retrieved throughout the input file by de¢lasinhame).

Commands for theulseq section.

pulse 8t |ord2m ¢y |0id2m] O, . ..

Extends the current propagator to include a pulse of duratipiRF-field amplitude ofwg</27, and phasep; on the channels numbered successively.
Alternatively the phase can be specifiedxay, —Xx, or —y corresponding to phases of 0, 90, 180, or 270 degrees, respectively.

pulseid 8t |wpd27| by |wid27| P, ...

Same agulse but performs an ideal (i.e., infinitely strong and infinitely short) puBteand wid 27 have no physical meaning other than to specify the
flip-angle of the pulse. The internal time remains unchanged.

delay ot

Extends the current propagator to include a free precession period of dusatifrthe Hamiltonian is diagonal (i.e., no homonuclear spin-spin
couplings) the delay is calculated by analytical integration of the Hamiltonian.

offset wil2m wil2m . . .

Invokes an offset ofve/27 Hz to the channels numbered successively. The offset for a channel is defined by the Hamiftgriian ,, wherej is
summed over the nuclei in the spin-system affected by pulses on the channel. The offset applies until reset using offset with zero-value argume
the pulse sequence is called again.

acqg [nprop][ ¢]

Propagate(t) using the current propagator, collects a data point correspondiQg.tcand resets the propagator to unity. The optional argunreatsd
prop specifies the number of data poimdo collect while evolving with propagator numbprop. The optional argumerh specifies the receiver
phase (syntax as fggulse).

maxdt At

Maximum time step At in Eq. [4]) over which the Hamiltonian may be considered time independent. The computation time/accuracy of the simulat

significantly affected by the choice of value for this parameter. Defaultsiie ih case of sample spinning and infinity in the static case.
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store n
Stores the current propagator in memory slot numbefhe current propagator is not reset.
reset [ 6t ]
Resetsp(t) to the initial operatop(0) and the current propagator to the unity operator. Resets the current time anét addg specified.
prop n [ times]
Propagates(t) with the propagator saved in memory slot numheRepeated multiple times timesis specified, skipped ifimesis zero, or
propagated once timesis omitted.
filter n
Propagateg(t) with the current propagator, after which the propagator is reset and elements in the density matrix are set to zero if the corresponc
element in matrix numben (defined usingnatrix set) is zero.
selectn...
Renders the next pulse (pulsar pulseid) selective toward the spins which numbers are given as argument.
turnoffint ...
Disables the effect of the specified interactions until the end of the pulse sequence or until they are reactivategdoby. Interactions are named
int_n or int_n_m using nhames and numbers given in theinsys section, orall if all interactions should be disabled.
turnon int...
Enables the specified interactions or all interactionslif. is specified.
int getinteractions
Returns a list of lists each containing an interaction name {seenoff) and 1 or 0 depending on whether it is enabled or disabled.
putmatrix matrix ?format?
Prints out a matrix returned hyatrix get optionally in a format different from the standard format “%9.3g".
matrix set to from
Sets a matrixo to the contents of a matrix created using the argurfieh described belowto can either be an index in the internal array of matrices,
the start (start) or the detect (detect) operator.
matrix matrix get from
Returns a matrix (printed withutmatrix) based on the argumefrom which can be either the same tsdescribed above or the Hamiltonian
(hamiltonian), current propagator (propagator), current density operator (density), an operator expression (ope rexpry or for the
purpose of filtering (undesired elements set to zero) the specific total coherence orders (totalcoherence {.with.the list containing
coherences), coherence orders (coherence {{. . .} . . with each sublist containing coherence orders for each nuclei), the full mat
(list {row row . . .} where each row is a list of elements being eitheror {re im}), specific matrix elements (elementfij } ...}), or
all elements excluding specific matrix elements (notelemenf{ij } ...}).

Commands for thenain section

d fsimpson [ {{ int_n_namv} ...} ]

Starts a simulation and returns a data &etoptionally overriding specific values of the interactions given in dhensys section. A value is named
int_n_namor int_n_m_nam, wherdnt is the interaction name frompinsys, n and/orm the numbers of the involved nuclei, anédmis iso,
aniso, eta, alpha, beta, Or gamma.

fsave d file [ -format -binary -double ]

Saves the (possibly 2D) data skto a file file using the SIMPSON data format in text, binary (-binary) single or double (-double) precision
format, or optionally in another formatfermat) being (1)-xreim with rows of frequency/time, real and imaginary part of data, () reim (2D
data) with rows of frequency/time (indirect dimension), frequency/time (direct dimension), real and imaginary part of data, with an empty line
separating succeeding fids, or (3)nu2d -binary in the binary 2D Gnuplot format (56).

fftd[ -inv]
ffrdrp lp rpl Ipl[ -phsens ]

The first form performs a direct or inverse fast Fourier transformation of the dath sétile the second form performs a 2D transformation using
constant {p) and linear (p) phase correction in the direct and indiregp{ andlp1) dimensions. The optional argumenphsens assumes phase-
sensitive 2D data with succeeding pairs of fids corresponding to ¢gaald 90° different phase.

fzerofill d npz[ niz]

Zerofills the data sed up to a total ofnpz points, optionally zerofills the 2D data set up to a totahaf points in the indirect dimension.
fphased[ -rpV -1pV -scale V -offset V]

Performs one or more of first- and second-order phasing vertical scaling, and offset on the data set
faddlb dIbr[Iblrl[ -phsens]]

Apodizes the data set with a Gaussian/Lorentzian (ratig weighting function causing an extra linebroadenindtoHz, or optionally the 2D data set
with Ib1 andrl specifying the values for the indirect dimension. The optional argumghtens assumes phase-sensitive 2D data.

fbe d order {{from to} ...} [ skip]

Baseline corrects the data skby fitting everyskip (default 1) data point of the baseline in the defined frequency ranges to a polynomial of order
order.

fnewnp d points

Changes the number of data points in the datadséhtermediate points are interpolated using a cubic spline.

fsmooth d points order

Smoothing of the data setto a given ordeorder.
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peaksffindpeaks d th sens[ from to]
Finds all peaks in the data setthat are higher thath and spans at leasensdata points (optionally restricted to searching inside a specific frequency
range) and returns a list of frequencies and peak heights.
areasfint d {{from1 tol} { from2 to3.. .}
Returns a list of integrated intensities (by summation) for the specified spectral regions in the diata set
areasfssbint d dny shift width
Returns a list of integrated intensities (by summation) for equidistant spectral regions (separdtedHw; centered arounshift Hz, and each having a
width of width) in the data sed.
d fdup s
Copies the data setto a new datased.
fcopy ds
Copies the data setinto an existing data set.
fadd d s
Adds the data setsandd and saves the result oh
fsubd s
Subtracts the data sstfrom d and saves the result th
frevd
Reverses the order of all data points in the datadset
rms frms d1 d2[ -re | -im ] [ {{ from to}...} ]
Returns the normalized root-means-square deviation between the complex, real, or imaginary part of two datansit®, optionally within specific
frequency ranges.
fextract d from to
Shrinks the data set to the specified frequency range.
d fzero [ {{ from to} ...} ]
Attributes zero intensity to frequency regions (or the full region) of the data.set
areasfaddpeaks d cutoff{{frq intlbr} ...}
Adds a series of peaks to the data detach of which is specified by a frequency, intensity, additional linebroadening, and Gauss/Lorentz ratio. The
areas of the peaks are returned as a list. dioff parameter defines the minimum intensity calculated before it is truncated to zero.
fexpr d reexpr imexpr
Applies Tcl expressions to the real and imaginary part of each data point in the data\&id variables are the real part of the complex data point
Sre, the imaginary partim, and the point index i starting from one. These variables must be preceded with a backslash if a local variable (fz
is used, e.g.fexpr $f [list \Sre*Sfac] {Sim+Si*1.23).
v findexdi[ -re| -im]
Returns the real and/or the imaginary part of ttrecomplex data point in a data st
fsetindex d i re im
Sets the real and imaginary part of ttte complex data point in the data skt
vExdi
Returns the frequency or time of a data paimtepending on the type of the data set
d fload file
Loads the data set from afile and returns a data descriptor.
funload [ d]
Removes all or a specific data sbfrom the memory.
d fcreate -npV -swV|[ -ref VvV -niV -swlV -reflV -typeV]
Creates and returns a descriptor to the new data séth zero points and with specifications corresponding the arguments of whighand - sw are
required ands for - type is eitherfid or spe.
v fgetd[ -ref | -refl | -sw|-swl|-np|-ni|-type]
Returns either the reference line, spectral width, number of complex data points, or type of datas(gi) from the data setl depending on the
argument.
fsetd[ -refV -reflV -swV -swlV -type V]
Changes the specifications for the datadsédllowing the syntax fromfcreate.
fit array
Performs iterative fitting using parameters given in the aaeay as described in the text.
fplot2d d name( -ppm | -ps ) [ scale]
Creates a Postscript (- ps) or portable pixmap (- ppm) bitmap plot of a 2D datd gsing conventional 2D plotting conventions, i.e., shift increasing
left and down, optionally vertically scaled widgtale.
ri; dip2dist Ny N, byo/27
Calculates the distance (in A) between the nublgiand N, based on the dipolar coupling constdn/2.
by,/27m dist2dip Ny Ny ry,
Analogues todip2dist but calculates the dipolar coupling constant in hertz from the distapdgn A).
list csapar 811 8, 833
Returns the isotropic shift, chemical shift anisotropy, and the asymmetry parameter assuming unordered principal elements (in hertz or ppm) as
arguments.
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list csaprinc 8iso Saniso M
Returns the ordered principal elemedts, 8,,, and$,, given the isotropic shift, chemical shift anisotropy, and the asymmetry parameter (in hertz or
ppm) as arguments.
list isotopes
Returns a list with data for the spin isotopes available.
value gamma N
Returns the magnetogyric ratio of a nucléNigjiven in the unit 10rad/(Ts).
valueresfreq N [ |wo/27 ]
Returns the value of the absolute resonance frequency in hertz for at ndckEssiming an absolute proton resonance frequency ‘oFzQdefault) or
optionally |wy/27| Hz.

Tcl language constructs

name arg arg. .. Function call with arguments.

set var value Sets a variable to a value.

array(var) A variable in an associative array.

{...} Begin and end of a command block.

\ Continuation of a line.

$var Gets a value of a variable.

[expr expression] Evaluates a mathematical expression.

proc name{args} {body} Definition of a user procedure.

global var var... Make variables visible outside the current block.
for {start} {test} {incr} { body} A for loop.

if {test} {body} elseif {test} {body} else {test} {body} An if construct.

[list e; e ... ] Creates a list with elements.

[Tindex $list i] Returns element from a list (counting from zero).

@ All values are in hertz, microseconds, and degrees if not specified otherwise. Arguments in square brackets are optional.

® The parameter can be given in ppMvalue) by appending a to the value.

°The order parameter for the quadrupolar interaction can be 1 or 2 corresponding to first and second order, respectively, according to Eq. [10].
¢ For half-integer quadrupolar nuclei limay be applied to excite and detect only the {1#21/2} central transition.

includes the quadrupolar coupling Hamiltonian up to order oa@d acqusition of data, this section may contain a number
and two as specified by the argumentler. commands that have no direct counterpart on the spectrome

The par section. In the par section, the spinning but serve to optimize the simulations by reusing propagato
(spin_rate) and samplingfp, ni, sw, swl) condi- emulating phase cycles, and simulating the effect of coheren
tions are defined along with conditions for the powdearder filtering pulse sequence elements. These include |
angles/averaging c(rystal_file, gamma_angles, maxdt to adjust the integration intervals, thecore com-
rotor_angle, method), the initial and final operators mand for saving propagatorseset for resetting,prop for
(start_operator, detect_operator), the pulse se- applying a previously saved propagator, tfietrix set and
quence (pulse_sequencd, the 'H Larmor frequency filter commands for coherence-order filtratiamg 1ect for
(proton_frequency, relevant for second-order quadru+festriction of the subsequent pulses to certain spins, and
pole coupling and shifts expressed in ppm), the informaurnon andturnoff commands to activate and deactivats
tion flow from the program «ferbose), and variables parts of the Hamiltonian, respectively. In addition to this com
(variable) to describe, e.g., the applied RF field strengtbeveral commands to create and retrieve information abc
and rotor synchronization conditions. It should be noted thaatrices and interactions throughout the calculations. The
parameters in thear section are set independently of theand similar commands are described in more detail in Table
pulse sequence. This facilitates comparison of the perfdm offer the highest degree of flexibility, it is relevant to
mance for different pulse sequences and supports the arention that all commands may be entered chronologically
ation of pulse sequence libraries. they appear in the pulse sequence or may be controlled

The pulseq section.A large number of commands ardoops to allow for efficient implementation of repeating event
available for thepulseq section to provide flexibility to Or scanning through various parameters. This is convenien
simulate essentially all types of solid-state NMR experimengccomplished using standard Tcl constructs among which t
In addition to commands such asulse, pulseid, mostrelevantare included atthe bottom of Table 2. Foramc
delay, offset, andacq describing finite RF pulses, idealcomplete description we refer to textbooks on the Tcl langua
RF pulses, free precession periods, carrier frequency offséfd,, 42).
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The main section. With the internal Hamiltonian and the The SIMPSON data format has the structure
external manipulations defined, the remaining part of the si 7
ulation concerns the experiment processing to conduct g
calculations and obtain the result in terms of 1D free-inductiogd: o
decays (FIDs) or spectra for single or phase-cycled pulﬁﬁF:ref
sequences, parameter scans, coherence-transfer efficiegc%:m ]

MP
n

curves, simultaneous multiple simulations, 2D FIDs or spectr
etc. This is accomplished in thexin section of the input file.
For example, the simulation is started using the command
fsimpson which returns the data set resulting from th

"SWl=swl ]
REFl=refl ]
FORMAT=format ]
PREC=prec |

SIMPSON calculation. The data set may be saved using [
. . . . . PE=type

commandfsave typically being combined witif simpson DATA

as .
re, im,
re, im,

fsave [fsimpson] S$par(name).fid [21]

re, im,

where $par (name) per default contains the name of the®ND

input file. More illustrative examples of this type are give'ﬂvheren, sw, andref represent the number of complex dat
in the next section. In addition to control of the pU|5‘?)oints, the spectral widths(v/2 is the Nyquist frequency for
sequence proce;sing, it is desirablfe to have built-'in optiofs sampling), and a reference frequency in the directly sar
for data processing, e.g., fast Fourier transformationt(, pleq dimension. For 2D spectra the optional parametess
zerofilling (fzerofill), phasing and scalingtphase), swi, andrefl (default values 0) take finite values describing
apodization (faddl1b), baseline correctiorf{c), inter/ he number of points, the spectral width, and a referent
gxtrapolat|on fnewnp), smoothlng (fsmooth), peakflrjd' frequency for the indirect dimension. In general, multidimen
ing (ffindpeaks), and integration of spectral regionsiona| data sets are constructed by concatenating a series of
(fint) or sideband patternsfgsbint), as well as the gara sets successively after each other in the data fileAT
ability to duplicate ¢dup. fcopy), add (fadd), subtract i an optional parameter specifying the data format to norm
(fsub), reverse (frev), evaluate the root-mean-square dgsc|| TEXT (default) or BINARY format among which the
viation between two data set {ms), extract regions of a |atter is convenient for large 2D data sets. LikewiBREC is
spectrum to a new datasefdxtract), zero regions of a an gptional specification of the precision of the data bein
spectrum (fzero), add peaks to a spectrum (faddpedks gither SINGLE (default) or DOUBLE for single or double
or otherwise manipulatefexpr) the output of one or more yrecision floating point representation, respectively. The bina
simulations. All of this and several other things may bfmatted numbers are located betweenrthe A andEND key
accomplished in the.ain section of the Tcl input file using \ords. Finally, TYPE specifies whether the data is represente
a variety of commands with the most typical listed in Tablg, ihe time (FID) or the frequency (SPE) domain.

2 along with a short spegification of their arguments. For aThe output obtained byicq is typically given in the time
more complete description of the many available comyymain and the spectra are obtained through Fourier transf
mands, the reader is referred to the examples in the nexbtion. Using this notation, the complex intensity for fife

sections and Ref.56). We note that most of the datajme.domain data point corresponds to the time
manipulation alternatively may be performed after the sim-

ulation using some of the supplementary tools described -
i —
below. t = ,i={1,2,... N}, [22]

The SIMPSON Data Format and Data Exchange
while the similar data point in a spectrum corresponds to
Before proceeding to procedures for postprocessing of ddt@quency of
it appears relevant to address the data format used in the
SIMPSON package (including the productivity tools described i1
below). For example, this is relevant for the import of exper- frq; = SW(N - 0_5) + ref.
imental spectra for simulation and iterative fitting using SIMP-
SON or for export of FIDs or spectra (one- and higher dimen-
sional) to other software packages for postprocessing feor a given frequency the corresponding index of a data poi
plotting. in a spectrum is found by

[23]
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frg; — ref

i = Floor[ N(
SwW

+ o.5> + 1.5}, [24] e

where Floor is a function that rounds its argument down to the
nearest integer value. § 150 100 S0 0 ppm

To maintain consistency with common practice on commer- o2m 15105 0 ki
cial NMR spectrometers the chemical shift or deshieldidlg ( (s o 5 )
convention is employed consistently all way from the theory b
via the SIMPSON input files to the data or spectra resulting
from the simulation. In the spectra this implies an axis with the
chemical shifts increasing from right to left in opposite direc-
tion to the chemical shielding. In this representation the least
shielded and thereby most deshielded tensor elerfgnis
located to the left in the spectrum using the orderihg =
8, = s Similarly following common practice, the same F!G: 3. Typical static-powder solid-state NMR spectra(pn| = 100
direction applies to the frequency scale obtained upon muI&AhHZ) for (@) anisotropic chemical shift usin, = 50 ppm fwy/2m| = 5

Ry ; 2), Saniso = 100 ppM B.nisdwo/27 = 10 kHz), andncs = 0.2 corresponding
plication of the ppm value shifts by thebsolute valueof the (o chemical shift principal elemengs; = 150 ppm,5,, = 10 ppm, andbs; =
Larmor frequency (i.e.|wy/2m|). This choice (instead of the —10 ppm, (b) and second-order quadrupolar coupling characterizéd=by
more correct Sca”ng by)o/zﬂ-) facilitates Comparison of ex 3/2,Cq = 1.0 MHz, 1o = 0.2. We note that using the conventions describe
perimental and simulated spectra although it inevitably caué g1e text, the orientation of the spectra (ir_] contrast t_o the signs_ of the chemi

. . . shift and second-order quadrupolar coupling terms in the Hamiltonian) reme
an unfortuna}te confusmr! with respect to the signs of nucleiﬁtge endent on the sign of the gyromagnetic ratio
spin interactions and their spectral representation as dlscusseoF
in detail by Levitt (44).

To avoid unnecessary contributions to this confusion anthereo . is a reference value ang, = 3 (o + 02 + T3).
maintain clarity of the inner working of SIMPSON in thisThis reversal leads to a spectrum with the chemical shieldir
respect, the following conventions apply: (i) Bothand fre- increasing from left to right, i.e., with the most shielded tensc
guency scales increases from right to left, (i) chemical shiflemento; to the right using the conventional ordering, =
parameters should be entered as ppm values or as frequengigss ..
obtained by multiplication of these b,/27], (iii) dipolar and
J couplings as well as frequency offsets should be entered withe SIMPLOT, SIMFID, and SIMDPS Productivity Tools

correct sign under consideration of potential influenceer In order to form a self-standing simulation environment, th

(Iv) upon knowledge of the absolute proton (i.e., spectrometeé?MPSON simulation package contains a collection of produt

frequency and the nuclei in play SIMPSON produces thgy. 1,15 SIMPLOT, SIMFID, and SIMDPS, as indicated in
correctly signed Hamiltonian (according to Egs. [5]-{10]), ang¢ diagram in Fig. 2. SIMPLOT is a graphical viewer for

(v) SIMPSON per default complex conjugates thgz acquir splay and manipulation of one or multiple 1D spectra, ac
data wheny > 0 for the detect nucleus to obtain correcg

200 0 -200

T T T

-400  -600 Hz

! he ch p / le. To d uisition data, or output from parameter scans. This view
representation on the chosen frequency/ppm scale. To demgfy, s for interactive (mouse controlled) data manipulation

strate the consequences of this default procedure on the a%h as z0oming, phasing, scaling, and postscript plotting. V
pearance of the simulated spectra, Fig. 3 contains represeﬁ??

. : . ) ! “ngte that the present version of the SIMPSON package dc
tive static powder spectra influenced by anisotropic chemi

hift and d-ord d | ina. It hasi t include an interactive viewer for display/manipulation o
shift and second-order quadrupolar coupling. It IS emphasi - or higher dimensional data. However, using an option:

at this. point tha}t the auto'matic conjugation, which is practicBLogram package, VnmrTools, provided along with the SIMF
to avoid confuilng rever?orj of ';he spectrafor 0 nuclei but o nrogram, 2D data can be retrieved directly into the Varia
may cause phase confusion for parameters scans, MaX KRR software® Alternatively, multidimensional data can be

overruled using the parametebnjugate fid in the par . .acqed and converted to other formats (e.g., for GNUPLC

section of the input file. Furthermore, we note that any kind ? 6)) using thefsave and findex commands. SIMFID is a
axis or data-ordering reversal alternatively may be invok ogram which gives access to most of the élMPS@i\-Lu
using thef rev command prior to plotting with SIMPLOT or section data manipulation commands through arguments on

using theReverse axis andReverse data OPUONS iN oomang fine. This tool is useful for postprocessing of dat

SIMPLOT (vide infra). For example, this may be used tp.q iy from a SIMPSON simulation. SIMDPS is a pulse
reproduce spectra on the chemical shieldiay gcale, which

apart from an appropriate reference point is related to the the present version contains only conversion tools for the VNMR da
deshielding scale by a sign reversal, i&,, = 0, — 0 format.
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sequence viewer allowing graphical visualization of the pulsa
sequence implemented via the scripting language. This tool
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DECOUPLE

proves convenient for testing of pulse sequence timings,
phases, and amplitudes. The various tools will be described in
more detail in the following sections addressing specific sim-
ulation examples.

Availability and Portability of the SIMPSON Package 15N

Finally, it is relevant to address the availability and port-
ability of the SIMPSON simulation package in terms of
computer hardware and distribution. The SIMPSON, SIM-
PLOT, SIMFID, and SIMDPS programs are released on th
Internet as open source softwaBb) under the terms of the
GNU General Public Licensé{). Among other things, this
implies that any user can freely modify the source code as 13C
long the full code is made available under the GNU General
Public License. For example, this enables the user to create
extensions, make ports to new platforms, find information
about the conventions and algorithms used, and correct
potential errors. The overall aim is to make the program
owned and maintained by the users.

Furthermore, precompiled and self-contained (i.e., no depen-
dencies on special external libraries) binary executables are
freely available for the most common operating systems (in-
cluding Linux/i386, Windows/i386, and the major Unix plat-c
forms) and are easy to compile on other platforms due to the:
portability of the C language and the Tcl language interpreter :
(open source software). We note that the SIMPLOT program
uses the open source GTK widget sB8) and is currently
available only for Linux and Windows.

ROTOR

X-2us

- 50 ps
-2us
- 50 ps

X-2us

- 50 us
- 50 ps
- 50 pus
- 50 ps
- 50 ps
- 50 us

-ideal f3

— sredor.fid

ELEMENTS OF THE INPUT FILE:
A TUTORIAL EXAMPLE

It appears from the previous section that SIMPSON is Resr
based on a relatively large number of commands required to “Ge s |
offer the desired compromise among ease of use, transpf;lr-';:{;;"ffA \\
ency, and flexibility to simulate all types of NMR experi- e [ 5| 3
ments. In order to clarify the use of these commands and to=———
systematically illustrate the simple construction of the Tcl FIG. 4. (a) Timing scheme for thé®C-*N REDOR pulse sequence as
input file, this section demonstrates and explains the inljmicallyimplemented on the spectrometer. Shaded and open rectanglesh the

file for a typical solid-state NMR experiment. To extend th&d N channels denoter pulses of phasa and y, respectively. (b) Pulse
si%uences corresponding to the three first sampling points (black dots) as vis

perspective beyond the SpECIfIC example, the discussi using SIMDPS with the REDOR input file given in the text with changed

T . T v T Z\I L - e T
0. 001 o-002 0. 003 0. 004 o 00s Sec

1
additionally addresses alternative typical options to the vas-3. we note that all simulations ignore the channel under the assumption of
ious commands. For the present purpose, we have chogieal cross polarization and perféet decoupling. (c) SIMPLOT view of dipolar
the rotational-echo double resonance (REDOR) pulse sigphasing curvesC?Iculatedforacpowde?ﬁf—lsN spin F():airswitrbCNIZw=895
quence (18) shown in Fig. 4a, which on one hand is a veW (fen = 1.51 A), % = 10 ppm.&iss, = 100 ppm, anchs = 0.5 using REDOR

. . . th /27 = 10 kHz and ideal RF pulses (upper curve), as well as finite RF puls
Important S.O“d'State NMR experiment and on the Oth"ia'rFadiation with amplitudes ofoge/27m = 150 kHz (middle curve) and 50 kHz
hand contains many typical pulse sequence elements WiBwer curve) on both RF channels.

out being excessively complicated. To maintain appropriate

reference to the literature and to the known behavior of ttier measurement ofC—°N dipolar couplings (and thereby
experiment, we reconstruct tHiC-detected REDOR exper internuclear distances) under MAS conditions. In REDOF

iment as originally presented by Gullion and Schaefe8)( coherent averaging of the dipolar coupling interaction b
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MAS is interrupted by inserting ar-pulse on the®N RF proc main {} {

channel for every half rotor period with the exception that puts [dip2dist 15N 13C 970]
the pulse exactly in the middle of the evolution period is puts [dist2dip 15N 13C 1.5]
replaced by a correspondingpulse on the®C RF channel  puts [csapar 30 60 200]

in order to refocus undesired effects froMiC chemi puts [csaprinc 50 100 0.2]
calshielding. The difference between this experiment and aputs [join [isotopes] \n]
corresponding experiment not using tH&N refocusing )

ulses provides a direct measure for the dipolar coupling. . . . .
P P P P Q/vhere distances are in Angstroms (A), dipolar couplings are

The redor. in Input File hertz, and chemical shift principal elements are in ppm. No
With this primer, the first step to a SIMPSON simulation i&hat thismain example is not part of the proposed REDOR

to implement the spectrometer RF channels, the spin systéWPUt file.

and the NMR interactions in thepinsys section of the input Parameters defining general (global) physical conditior
file. This amounts to such as sample rotation, crystallite orientations, and sampli

conditions are implemented in the r section of the input file.

spinsys { In the present case this may take the form
channels 13C 15N
nuclei  13C 15N par |
dipole 12 895 10 20 30 proton_frequency 400e6
shift 1 10p 100p 0.5 50 20 10 spin_rate 10000
} sw spin_rate/2.0
np 32
where we for simplicity have disregarded the to °C cross-  crystal file rep320
polarization sequence which for sensitivity reasons is part of the g apma_angles 18
experimental pulse sequence in Fig. 4a. Hignnels com- start_operator  Ilx
mand establishes tH& and**N RF channels, while theuclei detect_operator Tlp
command line defines theC—"N two-spin system. The affected o rpose 1101
nuclei are ordered according to their appearance onihe e1 variable rf 150000

line. We note that &@H channel and one or moréd nuclei

(including associated interactions) may easily be implemented in

thespinsys section to allow for simulation of the effect of crosgvhich, using the self-explanatory names, defines experimen
polarization. The relevant nuclear spin interactions are specif@nditions using a 400-MHz spectrometes(2m = —400
using thedipole and shift command lines with the argu- MHZ), 10-kHz sample spinning at the magic angle (the defat
ments referring to the internal Hamiltonians in Eqgs. [7]-[9] adlue forrotor_angle is tan *(V2) in degrees), the spec
cording to Table 2. This implies that the dipolar coupling shoufdal width set to a half the rotor frequency corresponding t
be entered under appropriate consideration of the signs of §&npling every second rotor period, 32 sampling points, po\
gyromagnetic ratios in play (e.g., the dipolar coupling betweélr averaging using 320 pairs afr, Bcr crystallite angles
spins with positive €C) and negative’{N) gyromagnetic ratios distributed according to the REPULSION schem@)( and 18
should be positive). In the present example the isotropic chemigglually spaced cr angles. Since the requirements to the Aurr
shift and the chemical shift anisotropy are entered in ppm & théer of angles in the powder average may vary significantly f
scale by appending the characteimmediately after the value. different experiments (and typically need to be tested fc
Using this information along with knowledge as fo(via nu-  convergence), SIMPSON contains a large number of powd
clei) and theproton_frequency (entered in thepar sec- files that may be straightforwardly invoked as alternatives t
tion (vide infra)) SIMPSON automatically calculates the correctep320 (55). Obviously, these includes options for liquid-
chemical shift frequencies for the Hamiltonian. We note that tiséate, single-crystal, and uniaxially oriented molecule cond
shift parameters alternatively may be entered as hertz valtiosis. User-defined sets of crystallite angles can be used
generated by scaling of the ppm values by the absolute valuesefting thecrystal_file entry to the path of a text file
the relevant Larmor frequency. In this context it is relevant to not@ntaining the number of angle paik followed by N suc-
that SIMPSON provides a number of simple tools to convetessive lines each containingr, Ber andw, as given in Eq.
between, e.g., internuclear distances and dipolar couplings, pf2f].

cipal shielding elements and isotropic/anisotropic/asymmetry pa-Three options, controlled by theethod command in the
rameters, lists of available isotopes. These commands, being help= file, can be chosen for the.z averaging including
ful in setting up thespinsys section of the input file, may be direct, gammarep, andgcompute corresponding to di-
invoked directly by writing a simple SIMPSON input file con+ect calculation by chronological time integration, reuse (rey
taining exclusively thena in section with one or more of the lineslication) of propagators for differeny.z angles, ory-COM-
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PUTE (51-55). The default method, used here by omitting the pulse $t180 $par(rf) x 0 x
method parameter in thear section, is the direct method. prop 1

The present simulation assumes the initiat4rt_opera- store 2

tor) and final (detect_operator) operators to bel 1x acq

andTI1lp, respectively. Using the specificationsdminsys

L for {set 1 2} ($i < $par(np)} {dincr i} |
these correspond td, and |, for “C. We note that the reset
start_operator often is set to the equilibrium polariza- prop 1

tion which, when applying to all spins, may be implemented in prop 2
shorthand notation asnz, corresponding t&, |,,. Speci prop 1
fying the detect_operator asIlp ensures that the’C store 2
magnetization is sampled by quadrature detection. We should acq
mention that in the case of second-order quadrupolar coupling)

and chemical shift values entered in ppm, it is necessary to

specify that the absolutéd Larmor frequency (in hertz) in the We note that a version corresponding to an ideal RF pulse m

par section using theroton_frequency parameter. Fi- . . . )
nally, a user-declaredariable denotedr £ is used to spec- be c;o_nstructed S|mply by replacipg.1s e with pulseid and
voiding substraction of 180 from tr2.

ify the absolute value of the RF field strength to 150 kHz. Thid A ¢ i ant ¢ |
(and potential other) variable entered in ther section may S an extremely 1mportant parameter, any puise sequen
should contain a definition of the maximum time step ove

be accessed in the user procedu and in as - o . . .
P resl seq natn which the Hamiltonian may be considered time independer

elements in theoar array made visible by thglobal ke . L .
®a y y the-oba y s parameter, being relevant when the Hamiltonian contaif

word. A parameter can be set using an expression containil:g1 " | ts. i trolledsd . d
previously defined parameters, as is the case with calculatf§f'comMmMuting elements, 1S controfleaxdt (microseconds)

of sw. For a more complete description we refer to Table Qorresponding tat in Eq. [4]. Atthe same level as the number

Finally, we should mention theerbose function, which is a of crystallites used for powder averaging, the valueskdt

set of bits specifying the output returned from the SIMPSOR{@Y act as a tradeoff between accuracy and speed of |

simulation. In the present case the output represents therﬂmmaﬂon and_ there_fore must Pe considered carefully by ru
system, progress during the calculation, and various infor ng several simulations with different values. In most cases

tion concerning the simulatiors®). value of 1 us is adequate. Setting of typical timings alsc

In general, the pulse sequence is considered the most cruPNgs to the initialization, which in the present case Is tF
part of the simulation and indeed represents the most flexilﬂﬁrat'on_s of a half rotor_ periodr2 and a 180 pgls&lSO
part of the simulation environment (together within and (both microseconds) being calculated by accessing paramet

other Tcl procedures). The pulse sequence is defined throdign thepar section. We note that the duration ofrapulse

the user-defined Tcl functiopulseq being called for each IS Subtracted from the half rotor period to ensure rotor syr
crystallite orientation. For the REDOR pulse sequence wifijironization of the refocusing periods.

finite RF pulses this function may conveniently be written as /" the implementation of any pulse sequence, itis relevant
consider the flow of operations and identify repeating event

follows. The former topic concerns the inner working of the SIMPSOI
proc pulseq {} { calculations, while the latter addresses more specifically tl
global par actual pulse sequence. Starting out with the generalities,
maxdt 1.0 applies to any simulation that evaluation of the spin dynami

requires three internal variables to be changed throughout t
pulse sequence: the density matrix, the time, and the propa
tor. Thus, to any time up to the end of the experiment, th

set t180 [expr 0.5e6/$par(rf)]
set tr2 [expr 0.5e6/S$par(spin_rate)-$t180]

reset current propagator may (under consideration of Dyson tinr
delay S$tr2 ordering) be updated by multiplication with the propagator fc
pulse $t180 0 x $par(rf) x the following time event and the time incremented appropr
delay $tr2 ately. This is accomplished using thelse, pulseid, and

pulse $t180 0 x S$par(rf) y delay commands. To any time the current density matrix
store 1 resulting from operation with the current propagator on th
reset initial density operator, may be obtained using the acquisitic
acq acq command, which additionally provides the expectatior
delay S$tr2 projection value with respect to the detection operator (i.e.,
pulse $t180 0 x Spar(rf) x data point) and resets the current propagator. The current ti

delay S$tr2 and the propagator are reset usingthe et command. These
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statements immediately indicate the hierarchy of operationstain the propagator relevant for calculation of the next da
SIMPSON: first operations on the propagator level and later point and so forth. This enables simple calculation of th
the density matrix level. This construction allows for efficienREDOR dephasing curve using faor loop construction as
reuse of propagators that to any time can be saved with tihgplemented in theulseq code of the present example. We
store command and reused the desired number of timaste that the reference spectrum for the REDOR experime
using theprop command. For typical solid-state experimentsnay straightforwardly be generated by zeroing the RF amp
systematic reuse of propagators may speed up the calculatitutie for the™N refocusing pulsesiprop 1 andprop 2 (not
by several orders of magnitude. For nonspinning samples, gtewn).
time-independent Hamiltonian allows all propagators to be This simple example illustrates two important points con
reused without limitations andaxd t is irrelevant. In the case cerning simulations within the SIMPSON environment. First
of sample spinning, the Hamiltonian is periodic with the rotdn the setup of multiple-pulse NMR simulations it is importan
period, implying that propagators calculated to a specific tinte disentangle the pulse sequence in repeating events to en:
can be reused an integral number of rotor periods later p@-simple and short program structure as well as the fast
vided that the pulse sequence fulfills the same periodicity. Ppossible calculations in terms of CPU time. In fact, programn
allow for sufficient flexibility, the propagator to an arbitraryming in this manner hardly differs from the way pulse se
time within the pulse sequence can be calculated using the timeences should be implemented on the spectrometer. Secc
increment as argument to theeset command. The same isit demonstrates that SIMPSON is sufficiently flexible tha
possible during the data acquisition period provided that tlessentially all programming structures using and reusing pul
sampling is synchronized to an integral number or integsequence building blocks are feasible.
fraction (1R) of the rotor period. In the latter ca$e propa- The main section of the input file, which controls the
gators starting at different times need to be precalculated. Npt®gress of the simulation, may take the following form.
that theacq andfilter commands cannot be stored as the .
. . . . H)éroc main {} {

modify the density matrix. The program automatically chec Lobal
that the propagators are reused at the correct time. g-obas par

The REDOR pulse sequence in Fig. 4a may conveniently beset £ [fsimpson]
described in terms of two repeating pulse sequence elementsfsave $f Spar(name) .fid
Before these are activated we reset the propagator and calculate
the first point corresponding to time = 0 using theacq The fsimpson command (evaluated by the brackets) per

command. The first pulse sequence elementis representedcfa/r%s the simulation based on the information given in th
rotor period with®N 7 pulses in the middle and at the en

(marked 1 in Fig. 4a). The two pulses alternate witandy spinsys, par, andpulseq sections and returns a pointer
hases, which is.rele\./ant for the spectrometer im Iementatif rt10 the resulting acquisition data. Using theave command
P ' P P the data is saved to the filepar (name) . fid with the exten-

since it prevents accumulation of pulse rotation errors (e.g; ) . : .
induced by RF inhomogeneity) throughout the train of eci‘%&bn .fid added to the basename of the input file. The resultir

pulses (59, 60). In fact, the utility of this modification maylme-domaln 5|.gnal may be plotted using the SIMP.LOT Pro
easily be tested by slight misadjustment of the pulse flip angl fam _either dlre.ctly or upon Fourier transformation usint
FID. Alternatively, if desired, the Fourier transformation

in the SIMPSON simulation. A more advanced and practlcaem%y be accomplished within thes 1 section of the input file

even more relevant approach would be the XY-8 phase sch :
by appending

described by Gullioret al. (60). The propagator for the first
element is calculated and saved usiagore 1 for later fzerofill Sf 16384

activation usingprop 1. The second element (marked 2 in faddlb $f 100 O

Fig. 4a) is initially formed by a rotor period with'aN 7 pulse fft $f

in the middle and &°C = pulse in the end, followed by the fsave $f S$par(name).spe -binary
prop 1 pulse sequence element. Thusop 2 corresponds to
the central part of the REDOR pulse sequence whitep 1
corresponds to the bracketing rotor periods witk 7 pulses
alone. Using this setup, the second data point from the RED
experiment may be calculated using theq command upon
generation of the propagat@rop 1; prop 2; prop 1.
Now itis evident that all pomts of'the REDOR experiment m he SIMPSON REDOR Simulation

be calculated systematically using sequence elements of the

typeprop 1; prop 2; prop 1, which upon calculation of  The four Tcl code elements presented above form the ing
a data point is stored as the newop 2 usingstore 2. file to SIMPSON which conveniently may be called
Upon subsequent bracketing by op 1 propagators, we ob- redor.in. Upon appropriate installation of the SIMPSON

to themain code. Specifically these commands invoke zer
filling of the FID to 16384 points, apodization using 100-Hz
6 rentzian line broadening, Fourier transformation of the re
Sulting FID, and saving the spectrum in a binary file with the
extension. spe.
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package (which merely involves copying the stand-alone pro-lterative fitting may be performed in the: in section of the
grams to the desired directory), it is now straightforward tmput file and requires definition of a function (e.g.,
conduct the simulation including pulse sequence testing, datafunction) which returns the value to be minimized, typ-
manipulation, and plotting. For convenience the processingiéally the root-mean-square (rms) deviation. Tfe routine
illustrated as commands as one would type them into a typigarforms the minimization by passing the iteratively change
UNIX shell or DOS prompt environment. The first thing to ddunction parameters given in thgpar (values) list to the
is to test the pulse sequence using the SIMDPS commandfliyng function. Each element in the list contains a name,
typing starting value, the step size, and 1 or O depending on whett
the variable is iteratively changed during the minimization.
Specifically addressing the REDOR example and assur
which by a priori setting the number of sampling points)in  ing that an experimental REDOR decay exists in a fil
the input file to 3 leads to the postscript output shown in Figedorexyp . fid, fitting of the data to the dipolar coupling, the
4b. The output illustrates the first three Sampling pointS tﬁ(‘;a"ng, and the line broadening (exponentia| decay) may |
solid dots on the”C channel along with the preceding puls@ccomplished by replacing the:in procedure in the REDOR
sequences. The detailed output in terms of delay and pul§gulation given above with the fitting functiori€func -
timings as well as pulse phases provides a valuable test that {h€,,) andma in procedure shown below. The fitting function
pulse sequence is correctly implemented. SIMDPS has a nuftracts the parameters from the list1 (containing elements
ber of optional settings described when the program is ryjith the variable name, e.gdipole_1_2_aniso and
without arguments. . . _ value) and feeds them to th&simpson, fphase,
Upon testing the pulse sequence in the input file, the next 3411, and frms functions to accomplish the simulation,
step is typically the SIMPSON calculation itself being invokedca|ing and apodization of the result, and calculation of the rn

as deviation between the experimental and simulated data.

simdps redor.in

simpson redor.in. proc fitfunction f{val} {

Unless specified otherwise in the in section of the input file ~ global par stop

(using the data manipulation commands) the calculationresultsq o+ scale [lindex [lindex $val 0] 1]
in the time-domain output fileedor . fid . The contentofthis .+ 1p [lindex [lindex S$val 1] 1]
fle may be viewed, manipulated, and plotted using the et dipole [lindex $val 2]

SIMPLOT program
set sim [fsimpson [list S$dipole]]
simplot redor.fid redor-ideal.fid redor-50kHz. fid fphase $sim -scale $scale

where we for the sake of illustration included dephasing curvesfaddlb Ssim $1b 0

corresponding to REDOR pulse sequences with ideal RFSet fms [frms $sim Spar(exp)]
pulses as well as finite RF pulse irradiation wiith/27| = 50 if {Srms < Spar(bestrms)) |
kHz on both channels. The screen view from SIMPLOT (Fig.  Set par(bestrms) Srms '

4c) may be exported (printed) to a postscript fite {or . ps) fsave $sim Spar (faf“e) -fid
which can be printed or further modified. We should mention = Puts ~nonewline ™

that, if required, it is obviously straightforward to simulate the funload $sim
REDOR reference spectrum using SIMPSON and produce the . . "
difference between this and the REDOR FID using the puts “Spar(iter) Srms Spar(bestrms) §val

- if ($stop || $rms < Spar(maxrms) ||
SIMFID program, i.e., Spar(iter) > Spar (maxiter)} {
simfid redorref.fid redordiff.fid -sub redor.fid. exit
}
SIMPSON lterative Fitting return $rms

}
Largely the need for numerical simulations in solid-state

NMR spectroscopy may be divided into two classes, the firgfoc main ()

concerning experiment design, evaluation, and implementa-2tobal par

tion. The other concerns extraction of structural parametersget par (fitmethod) simplex
from experimental spectra. The latter not only requires the set par (function) fitfunction

capability of numerical simulation but also calls for efficient set par (exp) [fload redorexp.fid]
procedures for least-squares iterative fitting of experimentalset par (bestrms) leb
spectra to numerical spectra depending on the relevant strucset par (maxrms) 0.5

tural parameters. set par(maxiter) 1000
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set par(values) {

{scale 1 0.1 1} n=2
{1b 40 10 1) #
{dipole_1 2 aniso 1200 50 1} n=1.5
} *
fit par =1

}
Themain procedure sets the fitting method to SimpldgY) 1=0.5 ‘ h
sets the fitting function to b&tfunction, loads the exper- A A\

imental data and saves the data descriptor in the variable 10

Spar (exp) , initializes the best root-means-square value to w M f

an unrealistic large number, and sets the initial function pa- R L T

rameters for the minimization. For each parameter the latter 08 6 4 2 0 2 -4 -6 kiz

includes the name, the initial value, the initial step size, and &G. 5. Rotational resonance tygdC MAS NMR spectra for d°C-C

number indicating whether the parameter is considered fewo-spin system (powder sample) simulated usmg/2m = —1.5 kHz,

fitting (1) or not (0). Finally, the iterative fitting is performed /27 = 2 kHz, and different ratios) = |05 — w/w, between the

by calling the fit procedure with the array that holds thSoropic chemical shift difference and the spinning frequency. The star (
. . ... . indicates the position obi, /27, while ws, 727 is constant zero.

variables guiding the minimization as argument. For each

iteration thefitfunction function is called, the function

parameters are extracted, and the simulation and compari%%ge d on POST-CFC

with the experimental data are performed. If the current r ble-quantum excitation in MQ-MAS experiments of quadru

value is less than the best rms value, the latter is updated, ar nuclei. The potential of using SIMPSON for generatio

acquisition data are saved, and a star is printed on the outpu O dvanced “waveforms” (i.e., simulation of RF irradiatior

SRith complicated amplitude or phase modulation) is illustrate
fqr a phase-sweeped variant to the FSLG experiment. Finall

e exemplify simulation of 2D spectra by calculation of 2D
PISEMA and RFDR homonuclear dipolar correlation spectr
Sor two- and five-spin systems, respectively. For more exan
ples we refer to Ref. (55).

—*N dipolar recoupling as well as

trum is removed from the memory¥{nload), the parameters
for the current fit are printed, and the program exits provid
thatmaxiter is reached, the rms value is bel@axrms, or
the special variabl&stop is one which happens when th
keyboard keys Ctrl and C are pressed simultaneously.

. H 13
TYPICAL EXAMPLES OF SIMPSON SIMULATIONS Ex;mplg 1: Rotational Resonance Type Spectra 10r°C
pin Pairs

In this section we provide a series of examples demonstrat-Although simulation of standard single-pulse experimen
ing the capability of the SIMPSON environment for essentiallsepresents the most trivial task discussed in this paper, it
simulating all types of solid-state NMR experiments. Theorth noting that up to quite recently it has been considere
examples, for which the SIMPSON input files are included ichallenging just to simulate and iteratively fit such spectra f
the Appendix, are chosen to illustrate different typical aspedismonuclear two- or three-spin systems. This is ascribed to t
of numerical simulations in state-of-the-art solid-state NMRaresence of “homogeneous” interactiof&)which effectively
Furthermore, by the selection of current methods which acall for a quite time-consuming time-ordered integration of th
well-documented by experimental spectra and numerical sispin dynamics during sampling of the FILY, 62). Several
ulations in the original literature, some of the examples givdireakthroughs, among which range efficient powder averagi
below additionally serve to document the validity of the sim{45, 49) and exploitation of time-translational symmetriea
ulation procedures implemented in SIMPSON and the robus#), have greatly improved the conditions for such simulatior
ness of these by applications in different contexts. The exaand their combination with iterative fitting for extraction of
ples include rotational resonance, homonuclear dipolaccurate structural parameters. To illustrate the straightforwe
recoupling using DRAMA/DRAWS/HORROR/C7, hetero-performance of such simulations within the SIMPSON envi
nuclear dipolar recoupling using TEDOR, dipolar decouplingonment, Fig. 5 shows a series of rotational resonance type
using CW or TPPM irradiation, separated-local-field (SLFpectra for a powder of’C—°C spin pairs calculated for
experiments without or with FSLG/MSHOT-3 homonucleadifferent combinations of isotropic chemical shifts and sampl
decoupling, and QCPMG-MAS experiments for sensitivityspinning speeds. The SIMPSON input file required for this so
enhanced quadrupolar-echo NMR of half-integer quadrupolafr arrayed simulation and subsequent data processing ol
nuclei. The capability of parameter scans for experiment opéimounts to a few lines of effective code as demonstrated in t
mization is demonstrated for heteronuclear coherence trangi@pendix. We note that the acquisition of data under fre
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precession conditions conveniently is accomplished implicitly a
usingy-COMPUTE which exploits the time-translational rela-

tionship betweenwt and y.z and in the present example HY x DECOUPLE
automatically samples 4096 points equidistantly using
gamma_angles = 20 points per rotor period. Using 320 7
pairs ofacr, Ber REPULSION angles each spectrum required Yol x III ------ IIZ Yo
6.1 s of CPU time on a Linux-controlled 450-MHz Pentium IlI 4 .

computer, which practically puts no limitations on the combi- \
nation with powerful iterative fitting procedures. For compar- b

ison, we note that a similar simulation for a three-spin system

(accomplished by just changing the insys part of the input

file) required 56.5 s of CPU time. C

Example 2: Homonuclear Dipolar Recoupling Using
DRAMA, DRAWS, HORROR, and C7 d

/2

The past decade has clearly demonstrated that recoupling of

homonuclear dipolar coupling interactions is by no means
restricted to the rotational resonance experiment with its at- ¢
tractive and less attractive features. In the latter category be-
long practical difficulties for small isotropic chemical shift
differences, its intrinsic selectivity, and its sensitivity to chem-
ical shift anisotropy which may complicate extraction of infor-
mation about internuclear distances. These aspects have motitG. 6. Numerical simulations of various homonuclear dipolar recoupling
vated the design of a |arge series of experiments which q?eperiments pperating on a powder '8€-°C spin pairs_ _characterized by a
addition to manipulations of the Hamiltonian in real space reglf"'arw“p“”g Ofbe/2m = =2 kHz under the conditions of MAS with

. . . . 2w = 5 kHz. (a) Generalized pulse sequence which for the simulatior
on quenching of the dipolar averaging by multiple-pulse Rlgsmes idedH to *C cross polarization antH decoupling as well as ideal
manipulations in spin space. Although most of these expefe /2 bracketing pulses (hatched rectangles). The simulations corresponc
ments are designed for the same purpose, namely selectby®RAMA (ideal, 0, 0), (c) DRAWS (8, 0, 0), (d) HORROR (1/2, 0, 0), and
recoupling of homonuclear dipolar Couplings, they are assoéﬁl C7 (7,712, —w/2) with the pargnthesi.s givingge/27r in multiple.s ofw /27
ated with quite different dependencies on “error terms” such glnltely strong pulses_ are indicated ideal) as well as the flip-afgéad

. . . . . ase¢ for the bracketing pulses.

the chemical shift parameters for the spin-pair nuclei. Furthdr:
more they have different demands/limitations with respect to
§ample spinning speed and RF field performance. TO ensggges’ but less efficient than REPULSION and Lebedev for a
implementation of the recoupling experiment best suited for

specific application, it may be quite useful to evaluate theSe " orientations.

aspects numericalllylprior to the experimgntal work..To d.er%gample 3: Heteronuclear Dipolar Recoupling Using
onstrate the feasibility of such comparative analysis, Fig. TEDOR

gives a series of dipolar recoupling spectra using the DRAMA

(19), DRAWS (20), HORROR (23, 63), and C7 (25) pulse In the previous section we presented REDOR)(as a
sequences. We note that these pulse sequences, in full anatggical example of heteronuclear dipolar recoupling unde
to their typical practical use, straightforwardly are impleMAS conditions. Obviously several alternatives exist
mented in the SIMPSON input file as exchangeable pulaenong which belong the transfered-echo-double-resonar
sequence building blocks referring to the general pulse sche(@&DOR) experiment4, 65) which here serves as anothe
in Fig. 6a. This is accomplished by extensive use of globekample illustrating the straightforward consideration o
parameters and the Tcl constricindex inaforeach loop. finite RF pulse irradiation in complex echo-train experi
We note that most of these recoupling sequences rely on or arents in combination with extended reuse of propagators
dependent on finite RF pulse effects which accordingly are amo dipolar dephasing periods. The attractive feature
integral part in most of the simulations, as specified in the inpTIEDOR compared to REDOR is the elimination of back
file in the Appendix. Furthermore, we should note that theggound signals due to uncoupled spins. This facilitates tt
simulations were performed using the Zaremba, Conroy, aptecise measurement of the heteronuclear dipole—dipc
Chenget al. type of powder averaging with 232 pairs @fz, coupling and thereby the long-range internuclear distanc
Bcr angles. This averaging scheme is extremely efficient @ng., betweer®N and *C spins in peptides or proteins. The
cases where the tensors are axially symmetric around the rof&DOR pulse sequence (Fig. 7a) consists of two periods

o, /27 (kHz)
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a 2 Example 4: POST-C7 Heteronuclear Dipolar Recoupling:
Excitation Curve and 2D Parameter Scan

lH DECOUPLE

In the design and implementation of new pulse sequences

72 . . ) . .
g H H H is desirable on the level of numerical simulations to be able

scan the dependencies of the pulse sequence toward vari
parameters of the internal and external Hamiltonian. This
13 H H H H I . equivalent to the mandatory calibrations of external manipul

. tions always preceding experiments on the spectrometer. F
ROTOR | , : , : example, in setting up a dipolar recoupling experiment fc
' ‘ ' ' ' heteronuclear coherence transfer, it is relevant to know tl
optimum excitation period for the actual spin system (depen
ing on the internuclear distance, type of nuclei, etc.) and tt
sensitivity of this transfer toward other parameters such as t
chemical shifts of the nuclei. In this manner, it should b
possible to avoid disappointments and hours of “blind” spe
trometer optimization in cases where pulse techniques d
signed for one application are transferred to a complete

different context with respect to the internal interactions.
As an example of looped parameters scans for pulse s
quence optimization and applicability analysis, Fig. 8 invest
gates™C to N heteronuclear coherence transfer using a he
eronuclear variant of the POST-C26) pulse sequence as
visualized in Fig. 8a and represented by the SIMPSON inp
file in the Appendix. With respect to the latter we shoulc
address attention to the very simple construction of the qui

S advanced POST-C7 pulse sequence inghéseq section as

1 0 -1 a super cycle which through looping concatenates the cyc
®, /27 (kHz) cally phase-modiﬁe(_j three—pulsg buﬂdmg blocks as iequwed
produce the excitation curve given in Fig. 8b. In Fig. 8c we
FIG. 7. Simulated TEDOR spectra for tH&C—°N spin pairs in a powder exemplify 2D parameters scans by a 3D plot (2D contour plot
of L-asparagine obtained using the pulse sequence in (a) with rotor synciﬁq\—,ing the excitation efficiency along the vertical axis and th

nized samplingew,/27m = 3.2 kHz, wge/27 = 150 kHz, andy/27m = 1230 Hz : 15N ; ; ;
(rew = 1.36 A). The calculations assumed ideal cross polarization ‘&hd dependencies on tHeC and*N isotropic chemical shifts along

decoupling, a fixed rotor-synchronized duration of the preparation sequerﬁ_p@ horizontal axes. Such curves are h'ghly.relevant for dedu
prior to the heteronuclear coherence transfer, and finite RF pulse conditionstiein of the broadband nature of the recoupling pulse sequer
all pulses. (b) to (d) TEDOR spectra obtained by Fourier transformation of the the given application, For space reasons, the Ioops requir
dipolar dephasing starting from the point with the maximum intensity with thg,y produce this 2D scan are given in Ref. (55). We note that tl
number of preparational rotor periodsbeing 1, 2, and 4, respectively, as . . . .
specified in the TEDOR.in input file in the Appendix. All FIDs are apodize&)reseﬂt SImUIat.Ions rgstnc;t B%.F.{ powder averaging (40 angles
using 30-Hz Lorentzian linebroadening. in the ber40 file) being iust|f|ed. by thgyCR—encodlng (23)
properties of C7 and the present ignorating effects from cher
ical shielding anisotropy. Obviously, at the expense of longe

dipolar dephasing separated by a pairm® pulses which calcula_tion times, it is straight_forward to f:hange the powde
establish the heteronuclear coherence transfer. The dipdiyFraging to cover the full semi-sphere by just entering anotr
dephasing periods contain a series af refocusing e name.

pulses applied synchronously with the rotor period to r
cover the dipolar coupling interaction otherwise averag
over a rotor period. Inspired by Fig. 9 in the paper of Hing
et al. (64), Figs. 7b—7d show a series of Fourier-transformed In addition to recoupling techniques recovering parts of th
TEDOR dephasing curves corresponding to tH€—°N internal Hamiltonian being coherently averaged by MAS in a
spin-pair inL-asparagine. The corresponding Tcl input file iattempt to obtain high-resolution spectra, decoupling of isotr
given in the Appendix. We note that the Fourier transfoic or anisotropic and dipolar coupling interactions repre-
mation of the time-domain data is performed as postpreents another important element in tailoring the internal Har
cessing by discarding the data points prior to the eclitonian to the desired shape. So far the prevailing method f
maximum. heteronuclear dipolar decoupling has been “brute-force” hig|

(o]

=

j%@mple 5: Heteronuclear Decoupling in Multiple-Spin
Systems Using CW and TPPM
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a explains why it is very demanding to decouple the influenc
ly from the proton in a simple heteronuclear two-spin systel
o DECOUPLE unless extremely high decoupling fields are applied. This a
plies in particular if the proton is influenced by anisotropic
w2 24 shielding (66). Furthermore, it explains why combined hetert
13 o Il o |2x|4n| x| sx|1onfizn. ... nuclear decoupling and homonuclear proton—proton dipol
Tt recoupling may improve this situatiof9). To assist the ana-
w2 lytical evaluation of such effects and investigate the specif
role of the heteronuclear spin systems, it appears to be de:

15 o= 0 || 4| n|8n|lomidm), | . ) : ;
N 7|7\ 7|7 T able to have straightforward access to numerical simulatior
i This may be accomplished by SIMPSON, as illustrated in Fif
A 9 by a series of simulations illustrating the effect of CW an
uLE TR LB 1 F TPPM decoupling for a heteronuclear four-spin system. For tl
o g ¢ purpose of illustration we examine a methylene carbon whic
in addition to the directly bonded protons, is influenced b

=n
=}
2

heteronuclear dipolar coupling to a remote spin and indirect

o
e

Intensity
o
i

e
b

C Tox c( ms)
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15 Selmelion N -50 ° Q{]) b
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FIG. 8. Simulation of ®C to N coherence transfer for a powder of

3C-N spin pairs characterized by a dipolar coupling constariif2r = C
1.3 kHz oy = 1.33 A) using the heteronuclear variant of the POST-C7 pulse
sequence (a) with,/27 = wg/14m = 8 kHz (both channels). The simulations

assumed ideal cross polarizatioH,decoupling, andr/2 bracketing pulses. (b) d
Excitation curve with the POST-C7 coherence transfer sampled in steps of two

rotor periods (2, = w,/m) under conditions of on-resonance RF irradiation on
the isotropic chemical shifts for both spins. (c) Transfer efficiency for the
POST-C7 pulse sequence using. = 127, as function of the isotropic
chemical shifts for the two spin species.

T

power continuous wave (Cw) |rrad|at|or_1 on the nonobserved 400 200 0 200 Hy
spin species (1-4, 6), although more efficient schemes such as
two-pulse phase modulation (TPPMB1(), phase alternatedr2 ~ FIG. 9. Simulations comparing CW and TPPMi decoupling for a*C

pulse irradiation (66) frequency— and phase-modulated decaaip dipolar coupled to three mutually coupled protons which additionally ar
' influenced by anisotropic chemical shift. The spin system geometry is visu:

pllng (FMPM_) (67)’ of'f-resor_lance deCOUp“nga)’ and 12- ized above the spectra while the dipolar coupling and chemical shift parar
fold symmetric C12 decoupling sequencé9)(have entered ters are given in the SIMPSON input file for this example included in th
the scene recently. The more advanced schemes have in pagendix. (a) Generalized pulse sequence which for the simulations assu
ticular proven advantageous in the case of fast sample spinni#gg! CP and MAS witho,/2m = 5 kHz. (b—€)C MAS spectra for a powder

where dipolar couplings between the protons become €58 ple subjected to (b, ¢) CW and (d, €) TPPM (1B80.5 cycles) decou
P piing P ing using decoupling RF field strengths of (b, d) 80 and (c, e) 160 kHz. W

efficient and _there_by Ies_s helpf_ul in truncating se_cond—ord dte that the vertical scale for the CW spectra is expanded by a factor :
Cross-terms involving amSO_trOp'C chemical shlelc_llng on th@iative to the TPPM spectra and that all FIDs are apodized using 10-}
directly coupled proton spins66, 69). Exactly this aspect Lorentzian linebroadening.
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influenced by a number of homonucle&i—'H dipolar cou a 2

plings and'H chemical shift anisotropy. The geometry of the {

spin system is illustrated by an insert above the decoup@d H DECOUPLE

MAS spectra in Fig. 9 reflecting experiments using the simple

1D pulse sequence in Fig. 9a under the assumption of ideal (
T

cross-polarization. Specifically, the simulations reflect a pow- 15N \ ta
der sample subjected to MAS with,/27 = 5 kHz along with /\ A
CW or TPPM decoupling usingH decoupling field strengths U v
of 80 and 160 kHz. From the spectra it is evident that the CW

using the lowest RF field amplitude provides far from sufficient b (b")
decoupling of the protons. This situation is improved consid-

erably by increasing the CW RF field strength to 160 kHz and

even more so by applying TPPM decoupling which in the

present case uséjo_, cycles withf = 180° and$ = 25°. To
our knowledge this represents the first numerical simulations H ﬂ h H h ﬂ ﬂ
comparing the decoupling performance of CW and TPPM

decoupling despite the fact that it has been extensively dem-

onstrated analytically and experimentally during the past cou-
ple of years. With specific attention to the input file, we note
that the simulations are most efficiently conducted using

v-COMPUTE which requires synchronization of the TPPM
irradiation, the sample spinning, and the sampling. To accom- 0’1 /2n(kHz) ")1 /2n(kHz)
plish this the code automatically adjusts the desired spinningF _ o _
IG. 10. Simulated w,/27 projections from*H-"*N SLF experiments

frequencyspin_want to the rotor-synchronized actual fre- . ) .

Iusmg different homonuclear decoupling sequences for a single cryktak
quencyspin_rate, being informed to the user using the TC{30° 65°, 0}) of a**N(*H), three-spin system. The spin system is characterize
puts command. By Buyuo/2m = —26.7 KHZ, by / 27 = byu/2m = 11.8 kHz, QHY* = {0,

35.2° 0}, Qpe* = {0, 0, 0}, and Q2 = {0, 70.4°, O}. (a) General pulse

. . . . sequence for the constant-time SLF experiment with the homonuclear dec
Example 6: SLF Experiments without and with MSHOT-3 pling sequence indicated by the hatched rectangle. (b—d) Spectra correspc

and FSLG Homonuclear Decoupling ing to SLF (b) without homonuclear decoupling, (c) FSLG decoupling usin
. ) . . wre/27m = 58 kHz, and (d) MSHOT-3 decoupling wittage/27 = 60 kHz all
One of the most typical applications for homonuclear dipol@giculated usingsSSH2r = —wSSH927 = 500 Hz (no chemical shift anisot

decoupling pulse sequences is as an element in separated-loegy). (b'-d) The corresponding spectra calculated under the assumption
field experiments for measurement of heteronuclear dipolggntical isotropic chemical shifts for the protons.
couplings (70). For example, this is of interest for determina-
tion of the orientation of N—H internuclear axes relative to theances, two weak lines at ca:t11.8 kHz (foldings at
external magnetic field in single crystals or uniaxially orientedt 1455) and four lines belonging to the displayed spectr:
peptide samples, as described by Opella and co-worl8)s ( window. Apart from the resonances a2316 Hz this spec-
In this sort of applications, where the line position is intetrum differs significantly from the spectrum without the
preted directly in terms of orientational angles, it is quittomonuclear coupling ideally showing four resonances
important that the applied decoupling scheme provides reasdri2316 and+=3160 Hz for the given crystallite orientation.
able decoupling. As a first attempt to quench the influence from the homc
Such performance tests may conveniently be conductedclear coupling, Fig. 10c shows a spectrum using FSL
using SIMPSON as demonstrated in Fig. 10 by simulatetbcoupling with an RF field strength of 58 kHz. This spec
w,/27-dimension SLF spectra for a single crystal of’— trum shows a doublet and a quartet, which by its differenc
(*H), three-spin system using the pulse sequence in Fig. lfdathe expected two-doublet spectrum by itself indicate
without and with FSLG 29) and MSHOT-3 (30) homo- inadequate decoupling. Also, the frequencies of the doubl
nuclear decoupling. Using typical N—H internuclear dislines (—1788 and—1315 Hz) and obviously the quartet lines
tances (1.01 A) and the N—H vectors split by the tetrahedi@d260, 1435, 1657, and 1835 Hz) are shifted relative to tt
angle, this spin system is characterized by dipolar constatitgoretical values (1824 and*=1336 Hz). Clearly, such
of byy/2m = —26.7 kHz andb,/27 = 11.8 kHz which for distortions and frequency shifts are unfortunate provide
the given tensor geometry puts some demands on the horttat information about the orientation of the internuclea
nuclear decoupling. The influence from the homonucleaxes is extracted from the line positions. The MSHOT-:
coupling becomes immediately evident from the spectrugpectrum (Fig. 10d) using a decoupling RF field strength ¢
without decoupling (Fig. 10b) which contains six reso60 kHz looks more promising, although characterized by
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lower scaling factor (0.353 as opposed to 0.577 for FSLG), a 9
in the sense that two doublets symmetrically disposed
around the center of the spectrum are obtained. The posi-
tions for the doublet lines{968 and—765 Hz), however,
remain shifted relative to the theoretical valuesl(l17 and
—819 Hz). Obviously, this situation may be improved con-
siderably by increasing the decoupling RF field strength (not
shown). Furthermore, it is interesting to note that SLF pulse
sequences without decoupling and with FSLG decoupling ®
are quite sensitive to the chemical shifts of the protons. This

becomes evident by comparison of the two series of spectra b s
in Figs. 10b—10d and Figs. 10H.0d’ calculated under the

assumption of finite £500 Hz) and vanishing isotropitH

IH X[ 0, |0, |0y [oee ) Jesel0,

NI:SG
=2

BN X -X

chemical shifts, respectively. At the same time these spectra = 047
reveal that MSHOT-3 is relatively insensitive to these ef- z 1
fects, as discussed previous§0). Finally, we should em- é” 02 -

phasize that the spectra in Fig. 10, the appearance of which
highly depends on the selected tensor angles, the decoupling
RF field strength, and the orientation of the crystal, by no 0 . ; .
means give a general evaluation of the different types of
decoupling sequences but rather serve to demonstrate the
releyance of numerical simulations to |r.1vest|.g§1te and POFiG. 11. Simulations of'H to N coherence transfer for a static powder
tentially compensate for the effects of insufficient decoys yypical amide'H—"N spin systemst{/2m = 11.8 kHz, 8% = 100 ppm,
pling. nés = 0.5, 8%, = 100 ppm,nds = 0.5) using a SEMA-type cross-polarization
pulse sequence with FSLG irradiation on fi€channel and phase inversion
. . on the™N channel according to the pulse sequence in (a). The pulse sequel
Example 7: Heteronuclear Cross-Polarization Employing  ysess = 54.74° along withw!t/2m = V213 wld2m = — /2 wel2m = 60
FSLG with Frequency Switching or Phase Modulation  kHz for the simulations in (b)w./27 denotes the frequency offsets used for
the conventional FSLG sequence. (b) SEMA CP excitation curves for s
In the past few years there has been an increasing interesjuénces using conventional frequency switching (solid line) as well as pha

exploiting advanced phase- and amplitude-modulated RF putt@@ulations with different phase steps (208° divided into 8, 13, 16, 26, 5
sequences as a flexible tool for manipulation of the internl* and 208 steps) (dashed lines).
Hamiltonian. For example, such schemes have been proposed
for hetero- (67) and homonuclear (71, 72) decoupling, crotse Lee—Goldburg (LG) sequence using-apreparation pulse
polarization (73), dipolar recoupling74, 75), and multiple- with flip angle 54.74° and phase The basic pulse sequence is
quantum MAS (MQ-MAS) refocusing of second-order quadrishown in Fig. 11a. The FSLG element of this pulse sequen
polar line broadening7®, 77). Obviously, the ability to createcan be executed either directly using frequency (i.e., offse
continuous phase and amplitude modulation increases the slgitching as originally proposed by Bieleckt al. (29) or
grees of freedom in experiment design but it also extends thging phase modulation as recently discussed by Vinogratiov
need for numerical simulations to accurately analyze the peai- (71) and Gan (72). Both approaches have been implemen
formance of the pulse sequences under ideal and nonideathe SIMPSON input file for this example in the Appendix.
conditions. For example, continuous RF modulation is oftéfhus, in addition to an excitation curve produced using SEM.
implemented as discrete steps on the spectrometers whtfa with conventional frequency switching, Fig. 11b show
inevitably calls for the question: how fine is the digitalizatioexcitation curves for various phase-modulated realizations
needed to meet the continuous condition with sufficient acctlre experiment using 8, 31, 16, 26, 52, 104, and 208 steps in'
racy? Often, this question can only be answered by experim@®8° phase sweeps. By comparison, these curves allow
tal tests or numerical simulations. strict evaluation of the effect of discretization of the continuou
To demonstrate that SIMPSON allows handling of advancethase modulation. It appears that a fairly good reproducibili
time-modulated pulse sequences using simple loop construofsthe frequency-switched experiments is achieved even usi
Fig. 11 shows a series of excitation curves fét to N phase steps as large as 26°, which timing-wise definitely a
coherence transfer using a spin-exchange at the magic arlgés demanding to implement on the spectrometer than t
(SEMA) type of pulse sequences with FSLG irradiation at thmore real continuous-phase sweep. We note that for the
'H channel along with a phase-alternated pulse sequence onlélnged ‘H—"N two-spin system, characterized by dipolar €ou
N channel (33, 79). Prior to FSLG th#l magnetization is pling and chemical shift parameters typical for amide NH spi
prepared along an axis parallel to the effective field direction sfstems in peptides and experimental conditions correspond

t 1(ms)
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to a 400 MHz spectrometer, the transfer efficiency for a stati@a
powder sample is about 0.57. Finally, we should note that b

FSLG implemented either in the conventional frequency- . o @
switching way or by phase modulation represents a very useful

building block. in a number of.multic'iimensional solid-state g (x| Ul svsre W vic
NMR correlation experiments including, e.g., heteronuclear ‘
chemical shift correlation7®) and heteronuclear chemical shift '

versus dipolar coupling correlation, among which the latter is
addressed in the following example.

15N X X X ty
Example 8: 2D'H-""N PISEMA SLF Experiment /\ A
VAN
. . . \%
Obviously, SIMPSON simulations are not by any means \/ V
restricted to one-dimensional spectra or parameter scans.

They may equally well be applied to simulate multidimen-
sional solid-state NMR spectra, as demonstrated in the next
couple of examples. The first example is a simulation of a
N chemical shift versu§H—""N dipolar coupling correlated
spectrum obtained using the PISEMA3, 80, 81) pulse ) /213
sequence in Fig. 12a. The parameters for the simulated
spectrum shown in Fig. 12b are chosen to match a typic
amide spin-pair in a peptide. According to the pulse se-
guence in Fig. 12a and assuming ideal cross-polarization,

the *H part of the initial —I,, (*H) and !, (*N) coherence 4

is tilted to a “magic angle” orientation where it is spin 5

locked by a LG sequence while th&N coherence is spin 6

locked by CW irradiation in full analogy to the pulse se-

quence described in the previous example. The full 2D 7

scheme is readily implemented in SIMPSON (see Appen-

dix) by sampling of the normal-dimension FID for each of 8

thet, values incremented in steps of the FSLG block using g g 0 A
a conventional loop construction. We note in passing that o, /2n(kHz)

the PISEMA experiment may be considered a powerful
alternative to the conventional SLF experiment in the sensé!G. 12. 2D N chemical shift versu&H—"N dipolar coupling correlated

: _ ing correfa
that it typically provides a significantly better resolution angPectrum (b) calculated for a static powder of typical aniide™ spin pairs

. . . ing the 2D PISEMA separated-local-field pulse sequence in (a) with Larm
has a better d|p0|ar scallng factor (0'83) than typlcal SI'1L*I'_sequencies corresponding to a 400-MHz spectrometer. The spin pair is ch

eXpel’imentS Using homonUC|eaI’ mu|tip|e-pu|se decoupli@gterized bythe parameters (nonzerova|ues dnjy])'zﬂ-: 10 kszﬁi':O: 100
(0.30-0.58). These features have rendered PISEMA a pepm, 8s = 100 ppm, andncs = 0.25 while the pulse sequence used
ular building block in various 2D and 3D experiments fopsd2m = V2/3 /2 = — V2 wol2m = 83 kHz for the SEMA part and
heteronuclear coherence transfer and chemical shift evof{gf2™ = 130 kHz decoupling. The 2D spectrum was sampled using 12
. . . . . Bomts in both dimensions.

tion while simultaneously suppressing the dominant homo-

nuclear dipole—dipole couplings among the abundant proton

spins (72, 79-82). an attractive experimental robustness and forgiveness w

respect to isotropic and anisotropic chemical shifts (unle:
the isotropic shift differences for the involved spin pairs ar
very small). These features have rendered the 2D RFC
The second example of a 2D SIMPSON simulation aghulse sequence shown in Fig. 13a quite popular for obtai
dresses homonucleafC chemical shift correlation for aing 2D **C, **C chemical shift correlated spectra for biolog
five-spin system using a radiofrequency-driven dipolar réeal macromolecules in the solid phas83(84). In the
coupling (RFDR) 21) pulse sequence in the mixing periogresent example we employ SIMPSON to simulate the 2
of a 2D MAS experiment. RFDR represents a frequentlgorrelation spectrum for five-dipolar-couplétC nuclei ar
used dipolar recoupling experiment, which as a disadvaranged in a “zigzag” coordination as illustrated in Fig. 13l
tage is noty-encoded such as the HORRORS3[ and C7 and each exhibiting typical values for the anisotropic chen
(25, 26) class of recoupling experiments, but benefits froimal shifts. For clarity of the illustration we have arbitrarily

Example 9: 2D"C, *C Chemical-Shift Correlation in a
Five-Spin-1/2 System Using RFDR Dipolar Recoupling
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FIG. 13. Simulation of a 2D*C, *C chemical shift correlated spectrum
(c) for a dipolar coupled five-spin system B€ nuclei (b) obtained using the
2D pulse sequence in (a) with dipolar mixing based on the RFDR recoupli

sequence with XY-8 phase alternation (60). The pulse sequence assumed ideal
RF pulses (including CP andH decoupling) and a sample spinning speed of
20 kHz. Details on the spin system and pulse sequence parameters are

w27 =
given in the input file in the Appendix.

assumed a 40- ppm |sotrop|c chemical shift dlfference b
neighbor [

detall in the SIMPSON input file in the Appendix) and a
mixing period of 2.4 ms, allowing magnetization to be g 14.

BAK, RASMUSSEN, AND NIELSEN

Example 10: Sensitivity-Enhanced Quadrupolar-Echo NMR:
The QCPMG-MAS Experiment

The last two examples serve to demonstrate that SIMPSO
obviously, may also be used for simulation of multiple-puls
solid-state NMR experiments involving quadrupolar nucle
The first example addresses the application of the quadrupc
Carr—Purcell-Meiboom-Gill (QCPMG) 86, 86) pulse se-
quence in combination with MAS to improve the sensitivity o
quadrupolar-echo spectra for half-integer quadrupolar nucl
(34). Calculation of QCPMG-MAS NMR experiments base
on the pulse sequence in Fig. 14a may be numerically ve
demanding when taking into account the quite large quadr
polar coupling interaction calling for extensive powder avel
aging, the potential for large matrix dimensions, and the ne
for consideration of finite RF pulse effects throughout a train ¢
RF pulses applied under fast sample spinning conditions. Ty
ically, and in particular for quadrupolar nuclei with larigepin
quantum numbers, this invites custom-made software heav
optimized for the specific problem in mind as described pre
viously (34, 87). Nonetheless, although at the expense
slightly longer calculation times (less than a factor of 2), suc
simulations may also be conducted within the flexible simule
tion environment offered by SIMPSON. This is illustrated ir
Fig. 14b by simulation of a typical QCPMG-MAS spectrum for
a powder of spinl = 3/2 nuclei characterized by a large

. e
e.;'.",""',m.w, IR ...

(a) QCPMG-MAS pulse sequence for sensitivity-enhanced quzc

transferred over distances corresponding at least to thee@polar-echo spectroscopy of half-integer quadrupolar nuclei. (b) Simulat

bonds, we obtain the simulated 2D correlation spectru
shown in Fig. 13c. Simulation of this five-spin 2D MAS
powder spectrum, using 30 pairs @f, Bcr angles, Sycr
angles, and 32, increments, required approximaged h of

REPMG-MAS spectrum for a powder o¢f = 3/2 nuclei characterized by
Co = 10 MHz, 1q = 0.12Q8; = {0, 0, 0}, 84nso = —150 ppm,ncs = 0.60,
andQ§2 = {90°, 30°, 90°}. The pulse sequence usdd= 30, 7, = 103.25
us, 7, = 104.45us, 73 = 22.32us, 7. = 1 ms, Ny = 5, a dwell time of 4
uS, /27 = 9.5 kHz, wee/27m = 64.1 kHz, andv/27 = —130 MHz. For more

CPU time on a standard PC 450-MHz Pentium Il processatetails we refer to the input file in the Appendix.
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quadrupolar coupling interaction tens@4{ = 10 MHz) anda a P, P,
differently oriented anisotropic chemical shift tensor along

with experimental conditions using,/2m = 9.5 kHz, wgd/ x U t

27 = 64.1 kHz, andwy/2m = —130 MHz. We note that the -

finite RF pulses for the echo train (cf. Appendix) were calcu-
lated using the approximative replication scheme described in
Ref. (34) and that the spin-echo sideband intensities weje

integrated to form the stick-plot shown in Fig. 14b. The latter 0.6 ] 1.2 MHz

was accomplished using thessbint integration command 0.54

in themain section of the input file. We note that the “stick- 4

plot” representation is useful for numerical evaluation and _ 0.4+

iterative fitting toward experimental spin-echo sideband inten- = 7

sities to obtain information about the magnitude and relative 5 |

orientation of quadrupolar coupling and anisotropic chemical E 0.2

shift tensors. i

0.1

Example 11: MQ-MAS NMR of Half-Integer Quadrupolar 0.0 T 4.8 MHz
Nuclei 0 10 20 30 40
As a final example, also addressing quadrupolar nuclei, we P, (W)

consider the MQ-MAS experiment which recently has found _
FIG. 15. (a) 2D pulse sequence for MQ-MAS NMR of half-integer

WldeSpread appllcatlon as a tool to obtain hlgh—resoluuon Sp%%édrupolar nuclei. (b) Triple-quantum excitation curve calculated as a fun

tra. for half-integer quadru_polar nUCIe_:BQ)' This eXperiment tion of the pulse lengtifP; using wee/27 = 80 kHz for various values o€,
relies on combined evolution under triple- (in the case of spi, = 0).

| = 3/2 nuclei) and single-quantum coherence, implying that

the success of the experiment heavily relies on the ability to

perform efficient transformations between these states. Teehniques as well as for the solid-state NMR spectroscopi
transfer efficiency for a specific application has a complicaté$ing SIMPSON along with its iterative fitting procedures t
dependence on the quadrupolar coupling constant, the avaKtract structural parameters from solid-state NMR spectra rest
able RF field strength, and the sample spinning frequendyg from more or less advanced experimental methods.
Thus, it is of interest to optimize the experiment for given

combinations of RF field strengths and quadrupolar coupling APPENDIX

constants. This is conveniently accomplished numerically as

demonstrated in Fig. 15 by simulated curves for the efficiencyA: SIMPSON Input Files for the Example Simulations

of single—puls.e excitation of t'riple—quar_1tum coherenge for Bxample 1: Rotational Resonance Type Spectra ¢ °C
powder of spinl = 3/2 nuclei as function of the excitation Spin Pairs

pulse length for the two-pulse sequen88)(in Fig. 15a using

wre/27m = 80 kHz and different quadrupolar coupling constantspinsys |

(Fig. 15b). The curves were calculated usingthe rix set channels 13C
andfilter commands to accomplish detection only through nuclei 13C 13C
the triple-quantum transitions. shift 1 0 6000 1 0 0 0

shift 2 0 6000 0 0 0 O
dipole 1 2 -1500 0 0 O
)

CONCLUSION

In conclusion, we have presented a new and powerful softwate- ¢

package for fast simulation of essentially all solid-state NMR method geompute

experiments. The package, consisting of the simulation toOlspin_rate 2000

SIMPSON along with supplementary programs for processinggamma angles 20

and visualization, allows easy and flexible implementation of sw spin_rate*gamma_angles
advanced multiple-pulse experiments at a level of abstractiomp 4096

closely resembling the operation of a modern solid-state NMRcrystal_file rep320

spectrometer. Thus, acting as a “computer spectrometer,” it iSstart_operator Inx
foreseen that SIMPSON will form an important platform for spin detect_operator Inp
engineers systematically constructing and evaluating new pulse
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proc pulseq (]} { pulse $t360 Srf y
maxdt 5.0 pulse $t360 Srf -y
delay le6 pulse $t360 Srf -y

} pulse $t360 Srf y
pulseid 1 250000 x
pulse $t360 Srf -y
pulse $t360 Srf y
for (set iso 0) {$8iso <= 4000} {incr iso 1000} ¢ store 1

proc main ()} {

global par

set f [fsimpson [list [list \
lseif —= «j »
shift 2 iso $iso]l] } elseif {Spar(type) orror”} |

faddlb S$f 50 0 set tsw [expr 1.0e6/S$par(sw)]

set rf [expr Spar(spin_rate)/2.0]

fft $f
fsave $f Spar(name)-Siso.spe reset
funload $f pulse Stsw $rf x
) store 1
} } elseif {Spar(type) == “c7”}) {
. . . set nprop 2
Example 2: Homonuclear Dipolar Recoupling Using set rf lexpr 7#Spar (spin_rate)]
DRAMA, DRAWS, HORROR, and C7 set £360 [expr 1.0e6/S$rf]
. reset
spinsys |

pulse [expr 2#$t360] Srf
nuclei 13C 13C pulse [expr 2%$t360] Srf
dipole 1 2 -2000 0 0 0 pulse [expr 2#5t360] $rf
} pulse [expr 1%$t360] Srf

store 1

expr 360/7.0%0
expr 360/7.0%1
expr 360/7.0%2
expr 360/7.0%3

channels 13C

par { reset [expr 7#%$t360]

spin_rate 5000 pulse [expr 1#$t360] Srf

expr 360/7.0%3

[ ]
sw spin_rate pulse [expr 2#$t360] $rf [expr 360/7.0%4]
np 256 pulse [expr 2#$t360] $rf [expr 360/7.0%5]
crystal file zcw232 pulse [expr 2#%$t360] Srf [expr 360/7.0%6]

} store 2

proc pulseq {} | }

global par reset
maxdt 1.0 acq
set nprop 1 for {set i 1} ($i < S$par(np)} f{incr i}
prop [expr (($i-1) % Snprop)+1]
if {$par(type) == “drama”} | acq
set tr4 [expr 0.25e6/$par(spin_rate)] )
set tr2 [expr 0.5e6/$par(spin_rate)] )
reset
delay Stri proc main {} {
pulseid 1 250000 x global par
del tr2
elay $tr foreach p {{drama 100 x} {draws 100 x}
pulseid 1 250000 -x
{horror 1 x} {c7 1 z}} {
delay Stri
store 1 set par(type) [lindex S$p 0]
set par(gamma_angles) [lindex S$p 1]
) elseif (Spar(type) == “draws”} |

set par(start_operator) In[lindex $p 2]
set rf [expr 8*Spar(spin_rate)]

set par(detect_operator) Spar(start_operator)
set t360 [expr 1.0e6/S8rf] P P P P

reset set f [fsimpson]
pulse $t360 Srf y faddlb $f 50 0
pulse $t360 Srf -y fzerofill S$f 8192

pulseid 1 250000 x fft S$f
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fsave $f Spar(name)-$par (type).spe -binary proc main {} {
funload $f global par

fsave [fsimpson] S$par (name) .fid

Example 3: Heteronuclear Dipolar Recoupling Using Example 4: POST-C7 Heteronuclear Dipolar Recoupling:
TEDOR Excitation Curve
spinsys f spinsys |

channels 13C 15N
nuclei 13C 15N
nuclei 15N 13C dipole 1 2 1300 0 0 O
dipole 1 2 1230 0 0 O )

}

channels 15N 13C

par {

par | spin_rate 8000

spin_rate 3200 sw spin_rate/2.0
np 64

sw spin_rate crystal_file becr40
np 64 gamma_angles 40
crystal_file zcw376 start_operator Ilz
gamma_angles 100 detect_operator -I2z
start_operator Ilx )
detect_operator I2p proc pulseq {} |
variable rf 150000 global par
variable n 3 maxdt 3.0

J set rf [expr 7.0#Spar(spin_rate)]

proc pulseq () I set t90 [expr 0.25e6/Srf]

global par for {set i 0) ($i < 7) f(dinecr i} {
set ph [expr $i%360.0/7.0]
maxdt 1.0 pulse $t90 $rf S$ph $rf $ph

pulse [expr 4.0%$t90] Srf \

set rf  Spar(rf) lexpr $ph+180] $rf [expr $ph+180]

set tr [expr 1.0e6/$par(spin_rate)] pulse [expr 3.0%$t90] $rf $ph Srf $ph
set t90 [expr 0.25e6/$rf] )
set tl1l80 [expr 2.0%$t90] store 1

acq Spar(np) 1
reset }

delay [expr Str/4.0-3t180/2.0]
pulse $t180 0 x S$rf x

delay [expr S$tr/2.0-3t180]
pulse $t180 0 x Srf x

delay [expr $tr/4.0-3t180/2.0]

store 1

proc main {} {
global par

fsave [fsimpson] S$par(name).fid

Example 5: Heteronuclear Decoupling in Multiple-Spin
reset $t90 Systems Using CW and TPPM
delay expr S$tr/4.0-$t180/2.0]

spinsys |
pulse $t180 $rf x 0 x P i

channels 1H 13C

delay [expr S$tr/2.0-$t180] nuclei 13C 1H 1H 1H
pulse $t180 $rf x 0 x shift 2 0 2000 O 0.0 00
delay [expr $tr/4.0-$t180/2.0] shift 3 200 2000 0 109.5 00
shift 4 500 2000 0 -100.9 0 O
store 2
dipole 1 2 -23300 O 0.0 0
resot dipole 1 3 -23300 0 109.5 0
dipole 1 4 -3040 0 -101.0 O
prop 1 Spar(n)
1 . . dipole 2 3 -21300 0 144.7 O
pulse 5t90 $rf x Srf x dipole 2 4 -6900 0 -125.3 0
acq Spar(np) 2 dipole 3 4 -3880 0 -91.0 0
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par {
method
np
crystal_file
gamma_angles
start_operator
detect_operator
rf
flip
tp
spin_want

variable
variable
variable
variable
variable n
variable cycle
sw

spin_rate

}

proc pulseq {} |

global par

maxdt 1

for {set i 1}

pulse Spar(tp) Spar(rf)
pulse Spar(tp) Spar(rf)

}

proc main {1} {
global par

puts “Actual spin_rate =

foreach p {{cw 0}
set type
set par(ph)

set £ [fsimpson]
faddlb $f 10 O

fzerofill $f 32768

fft $f

{8i <= S$par(cycle))
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gcompute

8192

repl68

16

Ilx

Ilp

160000

180

1.0e6*flip/ (rf#360.0)
5000

round (0.5e6/ (tp*spin_want))
(n-1)/gamma_angles+1
0.5e6/ (cycle*tp)
sw/gamma_angles

{incr i} |
Spar(ph) 0 O
-$par(ph) 0 O

Spar(spin_rate) Hz”

{tppm 25}} {
[lindex $p 0]
[lindex $p 1]

fsave Sf Spar(name)-Stype.spe

funload S$f

Example 6: SLF Experiments without and with MSHOT-3
and FSLG Homonuclear Decoupling

spinsys |
channels 1H 15N
nuclei 1H 1H 15N
dipole 1 2
dipole 1 3
dipole 2 3
shift 1
shift 2

}

par {
spin_rate
np
crystal_file
gamma_angles
start_operator
detect_operator
rotor_angle
variable tau

-26700 0 35.2 0
11800 0
11800 0 70.4 0
500 00000

-500 0 0 0 0O

0 0

0

1024
alpha30betat65s
1

I3x

I3p

0

10500

60000
variable rfdec 150000
variable mshot_fac 10.125
rf/mshot_fac

variable rf

sSw

}

proc pulseq {} |

global par

set tsw [expr 1.0e6/$par(sw)]

if {$par(type) == “none”} |
set rf O
reset
delay Stsw
store 1
} elseif ({$par(type) == “fslg”} |
set tp [expr 1.0e6%sqrt(2.0/3.0)/$par(rf)]
set n [expr round ($tsw/S$tp/2.0)]
if {Sn == 0} { set n 1}
set tp [expr $tsw/$n/2.0]
set rf [expr 1.0e6%sqrt(2.0/3.0)/S$tp]

set off [expr -Srf*sqrt(0.5)]

reset
for {set 1 1} (%1 <= $n} {dincr i} |
offset Soff 0O
pulse $Stp Srf y 0 0
offset [expr -Soff] O
pulse Stp $rf -y 0 0
offset 0 O
}
store 1
} elseif (Spar(type) == “mshot”} {
set rf S$par(rf)
set tp [expr S$tsw/40.5]
set td [expr 1.75%$tp]
set tp4 [expr 4.0%$tp]
for {set 1 1} (%1 <= 3} {dincr i} {
set ph [expr 120%($i-1)]
delay $td
pulse Stp $rf [expr ( 90+S$ph) % 360] O
pulse S$tpsd Srf [expr ( 0+$ph) % 360] 0O
pulse Stp4 $rf [expr (180+S$ph) % 360] O
pulse Stp $rf [expr (270+8ph) % 360] O
delay $td
}
store 1
}
puts “rf for Spar(type) = $rf Hz”
for {set tl 1} {$tl <= S$par(np)} (incr tl} {
reset
if {$tl > 1) |
prop 4
prop 1
}
store 4

set tdec [expr Spar(tau)-Stswx($tl1-1.0)]
pulse Stdec $par(rfdec) 0 0 O

pulseid 2 0 0 250e3 0

pulse $par(tau) S$par(rfdec) 0 0 O

acq

o O O O
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proc main {} {
global par

puts “sw = S$par(sw) Hz”

foreach par(type) {(none fslg mshot} {
set £ [fsimpson]
faddlb $f 50 0
fzerofill $f 32768

fft $f
fsave $f Spar(name)-Spar(type).spe -binary
funload $f

Example 7: Heteronuclear Cross-Polarization Employing
FSLG with Frequency Switching or Phase Modulation

spinsys |
channels 1H 15N
nuclei 1H 15N

dipole 1 2 11800 0 0 O
shift 1 0 10p 0.5 0 0 O
shift 2 0 100p 0.5 0 0 O
}
par {
spin_rate 0
np 32
crystal_file repl68
proton_frequency 400e6
start_operator Ilz
detect_operator I2p
variable rf 60000
sw rf*sqrt(3.0/2.0)/2.0

variable theta 54.7356103172
}

proc pulseq {1} {
global par

set rf2 [expr sqrt(3.0/2.0)*Spar(rf)]
set off [expr -sqrt(1.0/2.0)*Spar(rf)]
reset
if {Spar(steps) == “offset”) |
set tp [expr 1.0eb*sqrt(2.0/3.0)/Spar(rf)]
offset Soff 0
pulse Stp S$par(rf) y Srf2 x
offset [expr -Soff] 0
pulse S$tp $par(rf) -y S$rf2 -x
offset 0 O

} else |
set step [expr 208/$par(steps)]
set dmf [expr sqrt(3.0/2.0)%* \
Spar (steps)*$par (rf)]
set tp [expr 1.0e6/Sdmf]
for (set ph $step) \
{Sph <= 208} {incr ph S$step} {
pulse Stp Spar(rf) \
[expr (90+$ph) % 360] S$rf2 X
}
for {set ph [expr 388-Sstep]) \
{$ph >= 180} {(incr ph -Sstep) |
pulse S$tp $par(rf) \
[expr (90+$ph) % 360] $rf2 -X

}

store 1

reset
pulse [expr Spar(theta)/90.0% \
0.25e6/$par(rf)] Spar(rf) x 0 x
acq Spar(np) 1 -x
}

proc main {} {
global par

foreach par(steps) {offset 8 13 16 26 \
52 104 208} {
set £ [fsimpson]
fsave $f Spar(name) -Spar(steps) .fid
funload $f

Example 8: 2D'H-""N PISEMA SLF Experiment

spinsys |

channels 1H 15N

nuclei 1H 15N

dipole 1 2 10000 0 0 O

shift 2 100p 100p 0.25 0 17 O
}

par |
spin_rate 0
crystal_file zcw4180

start_operator I2x-Ily
detect_operator I2p
proton_frequency 400e6

verbose 1101

np 128

ni 128

variable rf 83000

variable dec 130000

sw 40000

swl rf/2.0/sqrt(2.0/3.0)

variable theta 90-54.73561032
}

proc pulseq {} |
global par

set tsw [expr le6/Spar (sw)]

set tp [expr le6*sqrt(2.0/3.0)/S$par(rf)]
set tth [expr le6*Spar(theta)/360/Spar(rf)]
set off [expr -sqrt(0.5)*$par(rf)]

set rf2 [expr sqrt(1.5)*$par(rf)]

reset

offset Soff 0

pulse Stp S$par(rf) y Srf2 x
offset [expr -Soff] 0

pulse S$tp $par(rf) -y S$rf2 -x
offset 0 O

store 1

reset
pulse Stsw $par(dec) x 0 x
store 2

for {set i 1) {8i <= S$par(ni)} (incr i} |
reset
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if {$i == 1} { reset
pulse Stth $par(rf) -x 0 x delay S$tr2
} else | pulseid 2 250000 x
prop 3 delay S$tr2
prop 1 store 1
}
store 3 reset
acq S$par(np) 2 delay S$tr2
} pulseid 2 250000 y
} delay S$tr2
store 2
proc main {} {
global par reset .
foreach i {1 212 2 1 2 1} |
set £ [fsimpson] prop $i
fsave Sf Spar(name).fid -binary }
fzerofill $f 512 512 store 8
faddlb $f 300 1 300 1
reset

fft $£ 0 0 0 O
fsave S$f Spar(name).spe -binary
fplot2d S$f S$par(name).ppm -ppm

pulseid 1 250000 x
prop 8 S$par(n)

) pulseid 1 250000 -y
store 8
Example 9: 2D*C, **C Chemical-Shift Correlation in a reset
Five-Spin-1/2 System Using RFDR Dipolar Recoupling ~ delay [expr 1.0e6/Spar(sw)]
store 6

spinsys |

channels 13C for {set i 0) ($i < $par(ni)} f{dincr i 2} {

nuclei 13C 13C 13C 13C 13C reset

shift 1 -80p 30p 0.1 10 -50 10 if (81 > 0)

shift 2 -40p 20p 0.2 80 20 -30 prop 1

shift 3 Op 40p 0.7 -80 120 -40 prop 6

shift 4 40p 30p 0.4 10 50 -30 J

shift 5 80p 20p 0.5 60 -40 -90 store

dipole 1 2 -2250 0 0 O foreach ph (x -y) |

dipole 2 3 -2250 0 72 0 resot

dipole 3 4 -2250 0 0 0 pulseid 1 250000 $ph

dipole & 5 -2250 0 72 0 prop 1

dipole 1 3 -530 0 36 0 prop 8

dipole 2 4 -530 0 36 0 acq Spar(np) 6

dipole 3 5 -530 0 36 0 }

dipole 1 4 -148 0 22 O }

dipole 2 5 -148 0 50 0 )
}

proc main {1} {

par { global par

spin_rate 20000

proton_frequency 400e6 set £ [fsimpson]

crystal_file rep30 fsave $f Spar(name).fid -binary

gamma_angles 5 fzerofill $f 512 512

start_operator Inz faddlb $f 20 0 20 0 -phsens

detect_operator Inp fft $f 0 0 0 0 -phsens

ni 64 fplot2d $f $par(name).ppm -ppm

np 392 fsave $f S$par(name).spe -binary

sw spin_rate )

swl spin_rate

variable n 6 e

verbose 1101 Example 10: Sensitivity-Enhanced Quadrupolar-Echo NMR:
} The QCPMG-MAS Experiment
proc pulseq {} f spinsys |

global par channels 87Rb

mxdt 1.0 nuclei 87Rb

shift 1 0 -150p 0.60 90 30 90
set tr [expr 1.0e6/S$par(spin_rate)] quadrupole 1 2 10e6 0.12 0 0 O
set tr2 [expr $tr/2.0] )
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par {
spin_rate 9506
sw 26%spin_rate
crystal_file zcwk180
gamma_angles 20
start_operator Ilz

detect_operator Ilc
proton_frequency 400e6

verbose 1101
variable rf 64102.6
variable n 124
variable r 30
variable nsync 5

variable t2add 1.20

np 2%n* (1+r)+n
variable n2 2%n

variable tsw 1.0e6/sw
variable tr 1.0e6/spin_rate
variable nprop round (tr/tsw)
variable t90 0.25e6/rf/2.0
variable t180 0.5e6/rf/2.0
variable tl tr-t90

variable t2 tl+t2add
variable ta 2. 0*n¥tsw
variable t3 (2#nsync#*tr-ta-t180)/2.0

}

proc pulseq {} f
global par

maxdt 0.4
matrix set 1 coherence {1 -1}

pulse Spar(t90) Spar(rf) x
filter 1

delay Spar(tl)

pulse S$par(tl180) $par(rf) y
filter 1

delay Spar(t2)

for {set n 1) {$n <= S$par(n)} {incr n} |
acq
if [expr $n > Spar(nprop)] |
prop [expr ((Sn-1) % Spar(nprop))+1]
} else {
delay Spar(tsw)
store $n

}

delay Spar(t3)

pulse Spar(tl180) Spar(rf) y
filter 1

delay Spar(t3)

for {set n 1} {$n <= S$par(n2)} {incr n} |
acq
if [expr $n > Spar(nprop)] {
prop [expr (($n-1) % Spar(nprop))+1]
} else {
delay S$par (tsw)
store $n

proc main {} {
global par

set £ [fsimpson]

for {set i 1} {$i <= S$par(n2)} {(dincr i} {
set c¢ [findex S$Sf [expr $i + Spar(n)]]
set re [lindex S$Sc 0]
set im [lindex S$Sc 1]
for {set j 1} ($j <= Spar(r)} {(dincr j} {
fsetindex S$f \
[expr $i+$j*Spar(n2)+Spar(n)] S$re $im

}

fsave $f Spar(name) .fid

fzerofill $f 32768

faddlb $f 20 0

fft $f

fphase $f -rp 90

fsave $f Spar(name).spe -binary

fsave [fssbint $f 1000 0 1000] S$Spar(name)-int.spe
}

Example 11: MQ-MAS NMR of Half-Integer Quadrupolar
Nuclei

spinsys |

channels 23Na

nuclei 23Na

quadrupole 1 2 1.2e6 0.6 0 0 O
}

par |
spin_rate 8000
variable tsw 0.5
sw 1.0e6/tsw
np 81
crystal_file rep320
gamma_angles 20
start_operator Ilz
proton_frequency 400e6
variable rf 80000

}

proc pulseq {} |
global par

maxdt 0.5

matrix set detect coherence (-3}
acq
for {set 1 1) ($i < S$Spar(np)} f{dincr i} {
pulse S$par(tsw) Spar(rf) -y
acq
}
}

proc main {} {
global par

fsave [fsimpson] S$par(name).fid

}
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